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Introduction

A CHILD PUMMELS A CLASSMATE IN A SCHOOL-YARD. Insults traded in a tavern escalate into a bar fight. Two rams butt horns on a mountain precipice. A pride of lionesses takes down a Cape buffalo. A malevolent mob storms the Capitol. A mass shooter slaughters scores of concertgoers from a hotel window.

All these examples are naked acts of aggression. They are overt behaviors that can be recognized and recorded in words or on video. However, at least in the case of humans, they are also accompanied by something we cannot see: an internal, subjective experience of emotion by the person committing the act. Witness any of the above situations, and you might assume that the assailants feel anger, rage, fury. But unless they specifically tell us how they feel, how can we ever really know what emotion they are experiencing—or, indeed, if they are experiencing any emotion at all? And what about the experience of animals, whom we cannot even ask?

Clearly, there is some connection between aggressive behavior and things like anger and rage. It is difficult to imagine being driven to commit such violent acts without an underlying emotional drive. Yet our intuition and experience tell us that anger and aggression are not the same thing. After all, one can certainly feel angry without physically expressing that feeling as aggression. Is anger generated separately and independently from aggressive behavior in the brain, or are they different manifestations of the same process? Does anger cause aggression, does aggression cause anger, or is there no causal relationship between the two? Ultimately, these questions can only be attended to after we’ve answered a more fundamental one: What exactly are emotions, and what do they do for us?

The problem is that, despite centuries of inquiry on the topic, we don’t know. Not only that, but scientists cannot even agree on what an answer should look like. There are easily half a dozen different perspectives people bring to the study of emotion: psychological, cognitive, sociological, anthropological, philosophical, and neuroscientific. Researchers in these disciplines don’t speak the same language or understand things in the same terms. A psychologist seeks to explain emotions in terms of human drives, needs, and conflicts. A neuroscientist seeks to explain them in terms of patterns of brain activity. Some people want to explain a particular emotion, like sadness or fear; others want to understand in a general way what makes emotion different from other kinds of brain processes. Not only are we the proverbial blind men grasping different parts of the elephant and trying to describe what we are holding, but we don’t even have the same word for “elephant.”

Given this intellectual diversity and lack of consensus, it is not surprising that there have been many books espousing new theories of emotion. Most of them—certainly most of the theories that make their way into the public conversation—originate in psychology. Such theories are interesting and powerful, but they are often very abstract and hard to falsify by experiment. The perspective of this book is very different. I believe that neuroscience can offer us a way of thinking about emotions that is objective and empirical, and that gives us the tools to begin studying questions about emotion that have been so difficult that some have written them off as unsolvable.

But first, a little background. Neuroscientists study diverse animal species, including humans, to understand how the neurons and circuits within their brains give rise to internal drives and behavior. Neuroscientists use a variety of methods to measure and manipulate the activity of neurons in the brain. They also build computer models of brain function based on these data. This allows for an intricate, causal understanding of brain function at its most basic level. Neuroscience offers the hope that, when we understand the brain in sufficient detail, we will be able to explain how its activity gives rise to both behavior and emotion.

Perhaps you already agree with me about the value of neuroscience. Maybe you even believe I am behind the times and that this question has already been settled. For example, you may have read that fear is produced by activity in a brain structure called the amygdala. Aren’t there many studies in which neuroscientists put people in brain scanners and show that when they’re afraid, their amygdala lights up (that is, becomes more active)? If that is the case for fear, then surely something similar must also be true for anger. So isn’t the only thing left to do to figure out where anger and rage “live” in the brain? Can’t we just put people in brain scanners, have someone watch what happens in their brain when they get angry, and then repeat the same process for different emotions until we have mapped them all?

In a word, no. Brain-scanning experiments (technically known as functional magnetic resonance imaging, or fMRI) do not directly visualize electrical activity in the brain; rather, they image blood flow to a particular area. Consequently, they provide only a very coarse-grained view of brain activity. More important, such experiments only provide correlative data. If we observe activity somewhere in a person’s brain while they say they are afraid or angry, we cannot know whether the brain activity is causing the emotion or the emotion is causing the brain activity. Furthermore, relying on what a subject says they are feeling—that is, verbal report—is not necessarily an accurate way to assess that person’s subjective feelings. A subject can mischaracterize or even lie about what they feel. What’s more, it is quite difficult, in practice, to induce an authentic, bona fide emotion in a human subject in a brain scanner because the subjects know they are in an experiment and have all kinds of distractions, like the noise in the scanner and people running around in white lab coats. Finally, early fMRI studies of fear in different laboratories produced inconsistent results, as psychologist and author Lisa Feldman Barrett has shown (although more recent studies have produced more consistent results).

These and other factors have led in recent years to a sort of debunking of simplistic neuroscientific explanations of emotion based on human brain-scanning experiments. For example, Feldman Barrett argued in a 2015 New York Times opinion piece that neural activity in the amygdala is not in fact the source of fear; instead, fear and other emotions are diffusely distributed across the brain rather than localized to any single brain region. In another op-ed, Feldman Barrett argued further that anger in humans comes in so many different forms that looking for brain activity that singularly represents this emotion is, effectively, an exercise in futility. From this perspective, efforts to understand anger—or any emotion, for that matter—at the level of neuroscience seem fundamentally flawed, and the nature of emotion itself seems to remain beyond our grasp.

What I hope to show you is that such dismissals are too quick. Neuroscience has something real to tell us about how emotions work; we’ve just been going about it in the wrong way. Over the past two decades, that has begun to change with the development of revolutionary new techniques for understanding brain function in so-called model organisms, animals that are bred in the laboratory for research and are amenable to genetic manipulations, like mice and fruit flies. These methods use genes and light to mark, map, measure, and manipulate specific types of neurons in the brain. Unlike brain-scanning experiments, which measure neural activity indirectly, as blood flow to the brain, these new methods can directly measure electrical activity in individual neurons and can map their direct connections to particular cells in other brain regions.

These techniques allow specific sets of neurons to be turned on or off at will, to determine how that affects specific behaviors. Unlike brain-scanning experiments, such experiments can distinguish cause from effect. Fittingly, I refer to such experiments as causal neuroscience. They will help us arrive at a deeper conceptual understanding of emotion, but they have practical implications as well. Distinguishing cause and effect is crucial if you want to, for example, find the correct brain targets for new psychiatric drugs or therapies utilizing deep brain stimulation.

Overwhelmingly, however, emotions are still broadly viewed and explained in psychological terms. To be clear, there is nothing inherently wrong with such explanations. From a utilitarian viewpoint, however, if psychological explanations were enough, then talk therapy would be sufficient to successfully treat most mental illnesses, including post-traumatic stress disorder (PTSD), attention deficit hyperactivity disorder (ADHD), major depression, bipolar disorder, and schizophrenia, to name just a few. Certainly, talk therapy can be useful for some patients. But in many cases—particularly those involving severe mental illnesses—it is not. At that point drugs are used (albeit often together with talk therapy). The problem is that we don’t have good drugs to treat or cure most psychiatric disorders, and the drugs that we do have often cause side effects that can be so unpleasant and debilitating that many people stop taking them and suffer the consequences (like the brilliant novelist David Foster Wallace, author of Infinite Jest, who discontinued his depression meds because of their side effects and wound up committing suicide).

The sad fact is that there hasn’t been a fundamentally new psychiatric drug approved in the last 50 years. All the “new” drugs being released are just variants on the same basic theme—for example, selective serotonin reuptake inhibitors (SSRIs) like Prozac, Paxil, and Lexapro. The reason is that most of the drugs that we do have—like SSRIs—were discovered by chance. Such lucky accidents don’t happen very often, and many people suffer while we are waiting for the next one to occur. We need to be able to have a way to develop new psychiatric therapies by design, through an understanding of underlying disease mechanisms.

Causal neuroscience offers that hope. For example, if the activity of a certain type of neuron is correlated with anxiety, it could mean either that the neuron’s activity causes anxiety or that anxiety causes the neuron to be active. If turning that neuron off makes an anxious animal more “chill” while activating the neuron makes the animal more anxious, it would suggest that those neurons cause anxiety. If such manipulations have no effect, it would suggest that the neuron’s activity is a consequence, not a cause, of the animal’s anxiety state. That outcome matters if you are trying to decide which type of neuron to study in order to search for a new treatment for anxiety disorders.

ADMITTEDLY, THESE NEW METHODS of causal neuroscience are difficult to apply in humans, for both technical and ethical reasons. Our brains are large, complex organs, and it is challenging to find ways to reliably stimulate or inhibit tiny, specific areas that might isolate specific brain functions and activity. Furthermore, such methods are invasive: they require surgery to open up the brain and insert electrodes, optical fibers, or other equipment. In humans, medical ethics dictate that brain surgery can only be performed to treat an illness, such as epilepsy, and any recordings of brain activity have to be restricted to the affected region. Therefore, neurosurgeons can’t just stick an electrode anywhere they want to in a healthy person’s brain, start stimulating, and see what happens. That makes it impossible to do a systematic, brain-wide search for regions controlling different emotional feelings. In addition, causal neuroscience studies usually require heritable modifications of an animal’s genes, something that is currently prohibited in humans. It also involves injections of inactivated viruses into the brain in order to genetically modify the neurons of interest. In humans, this would only be allowed to treat a specific illness, such as brain cancer.

For these reasons, if we want to use these new methods to achieve a causal understanding of how emotions like fear and anger are generated by the brain and linked to behaviors like aggression—one that will impact human health—then we need to work on animal models. Already, the application of causal neuroscience in animals has had an enormous impact on our understanding of brain processes such as vision, perception, learning, memory, and motor function, to name just a few. There is every reason to think that they should have a similar impact on our understanding of emotion and of the relationship of emotion to action.

But now we arrive at a significant problem. How do you measure emotions in animals? Most people use the word “emotion” in everyday speech to refer to “feelings.” Feelings are subjective experiences that we become consciously aware of through introspection. Scientifically, the only way to assess subjective feelings is by verbal report: the researcher asks the subject how they feel, and the subject describes their feelings. Since animals can’t talk, we have no way of knowing what they are feeling—or indeed, if they are feeling anything at all (in the sense that we experience feelings). Subjective feelings are a manifestation of conscious awareness, and there is currently no way to objectively determine whether a non-human animal is conscious. Therefore, if we consider emotions exclusively as “feelings,” we cannot know whether they are an attribute of animals. As the Nobel Prize–winning Dutch ethologist Niko Tinbergen (one of my scientific heroes) wrote: “Hunger, like anger, fear and so forth, is a phenomenon that can be known only by introspection. When applied to another species, it is merely a guess about the possible nature of the animal’s subjective state.”1

From this perspective, the observation that an animal is fighting doesn’t necessarily mean that it is also experiencing what we would call “anger.” The fact that it is freezing doesn’t necessarily mean that it is experiencing what humans label as “fear.” Action is one thing; emotion is something else altogether. In this view, the observation that an animal is exhibiting a particular behavior doesn’t necessarily mean that it has any emotions at all.

Those of you who (like myself) are pet owners may find this view patently absurd. Most of us feel strongly that we can intuit how an animal is feeling just by looking at it. For example, I’m pretty sure I can tell whether my cat is happy or alarmed by looking at her body language and her face. If she looks content or frightened, then it seems obvious that she must be experiencing those emotions (i.e., that she is aware of them), just as we would. If you think this way, you are in good company. Charles Darwin, the great naturalist (and another one of my scientific heroes), wrote in his 1872 book The Expression of the Emotions in Man and Animals that “even insects express anger, terror, jealousy and love by their stridulation [rubbing their wings together to produce sound].”2

The assumption that animals feel the way we do seems right and true, particularly when we think about the reaction of our pet dog or cat to events that we view as fearful or threatening. But what of the reaction of a fish, a fly, or a bee to a threatening event? Should we attribute emotions to those animals as well, as Darwin assumed we could? Or should we remain agnostic until we can find a more objective way to determine whether a particular animal species has emotions?

Darwin’s assumption was fine for his purpose, which was to explain the evolutionary benefit of specific “emotional” behaviors that people and some animals share, like why our eyes widen when we are afraid.i However, for a hard-nosed neuroscientist like me, this assumption is problematic for several reasons. First, if we define emotions as feelings, then, as Tinbergen said, we can’t objectively know if an animal has any emotions at all. Second, if we simply assume, like Darwin, that all animals have emotions, then in order to infer what kind of emotion a given creature is feeling, we have to attribute to that animal the same emotions we would feel under similar conditions. But animals are not little people in furry costumes, and so our intuition may mislead us. For example, if I see my cat roll on her back with her paws in the air when I come home from work, I infer that she is happy to see me—because I would be happy to see me if I were the cat locked in the house alone all day. However, I have no independent, objective way of knowing how or what my cat is feeling, other than by observing her behavior. I can’t both explain her behavior by assuming I know her feelings and decide what she is feeling by observing her behavior—that’s circular logic. Maybe she has simply learned that she can train me to rub her belly by rolling on her back with her paws in the air.

To compound this problem, a given behavior may reflect one of several possible underlying emotions, which can be difficult to distinguish. An animal may be immobile because it is frozen in fear—or because it is asleep. It may attack another because it is threatened, because it is establishing dominance, or because it wants to eat it. Similarly, when a male animal of a given species mounts another male, is that a homosexual behavior that reflects love or affiliation, or is it a dominance display? Trying to infer the particular emotion state that an animal is in, just from observing its behavior, can be difficult.

Finally—and most important, from the perspective of this book—many animal behaviors that look “emotional” to us, through our anthropomorphic lens, may simply be automatic, genetically pre-programmed responses hardwired to specific external sensory cues. Such behaviors are essentially reflexes, much like the type you experience when a doctor raps your knee with a little hammer and your leg extends. As Max Planck Institute cyberneticist Valentino Braitenberg has shown, it is easy to program a four-wheeled vehicle to behave in a way that deceives people into thinking it is exhibiting an emotion (attraction or disgust) when in fact its movements are simply being controlled by sensors that are wired to move the wheels clockwise or counterclockwise, like a Mars rover (more on this in Chapter 2). So if a mouse moves away from a hot surface, does that necessarily mean that it is in a state of pain? Or is it just exhibiting a reflex? Even in humans, the rapid withdrawal of your hand from a hot stovetop is controlled by a reflex in your spinal cord that bypasses your brain altogether. (The pain you feel is something different; that happens afterward, in your brain.) By the same token, a mouse or a fly that jumps or freezes in response to a threat may just be exhibiting a reflex, without any accompanying internal state of fear.

So if neuroscience is able to offer a better way of thinking about emotions than we currently have, as I believe it is, then we now know what it must do. First, it should operationally redefine “emotion” in a way that does not require attributing feelings to animals. Second, it needs to be able to distinguish whether a given animal’s behavior expresses any emotion at all or is just an automatic reflex. Third, it must offer a way to determine what kind of emotion the animal is having, without falling back on attributing our own subjective human experiences to it. Finally, it must be able to show us that learning about how emotions work in animal brains can tell us something about how they work in our own brains.

TO GIVE YOU A glimpse of what I’ll be talking about, let’s start with the first and toughest question: Is there a way to objectively identify instances of emotional expression in animals without attributing human-like feelings to them? As I often do when I get stuck thinking about brains and behavior, I turn to my cats for inspiration: Serafina, a delicate, sensitive calico with an inquisitive, searching face that looks almost human, and Buster, a gray tabby who was rescued as a kitten from the bushes behind my research lab at Caltech and has a yellow-eyed, inscrutable stare and an energy and fearlessness that betray his feral origins. Serafina has never adjusted to Buster, whom we took in about a year after we adopted her. Despite his desperate attempts to win her affections, she studiously avoided him. When he would pester her too persistently, she would hiss and swat him away, often drawing blood with her claws. Then she would groom herself and return to her usual meditative state as Buster escaped to another room. 

Buster, on the other hand, would never hurt a fly. Even when he is roughhousing with me, his claws remain sheathed and he only play-bites. Serafina, on the other hand, quickly gets irritated if I play too roughly with her and lacerates my hands with her razor-sharp teeth and claws. However, there was one occasion on which Buster was utterly transformed. Buster is an indoor cat, and one day he confronted through our glass back door a large, unfamiliar gray tomcat who had strayed into our yard. As they stood nose to nose, Buster released a deep moan from his throat, his back arched, and the fur on his tail puffed up to several times its normal thickness. He remained like that, staring out the window and moaning, until the tomcat left. Shortly after that, Serafina wandered into the room near Buster, and he suddenly wheeled and attacked her with a fury and viciousness that I had never seen before, leaving a nasty scratch on her nose that took weeks to heal.

Clearly, Buster’s attack on Serafina was more than just a reflexive, automatic response to the tomcat. Apparently Buster had been put into some kind of amped-up state that persisted even after the tomcat wandered away, and which he eventually released by attacking Serafina. Was Buster aware of the fact that he was in this state? Did he experience a subjective feeling, akin to what we humans experience as anger or rage, during this episode? Maybe he did, or maybe he didn’t—there was no way to know. I realized, however, that this question didn’t matter if what I wanted to understand was how the brain produced that state. By analogy, a rock sitting in the sun is hot, and the same rock in the middle of the night is cool: it’s in a type of physical state that is characterized by how much heat energy it contains. I’m pretty sure that the rock isn’t subjectively aware of its heat, but we can measure it with a thermometer nevertheless.

Unfortunately, in the case of emotion there’s no such device. It’s not like I can go to the hardware store, purchase a Rage-O-Meter for $9.95 plus tax, and stick it up Buster’s rectum. (That would be a challenge!) Yet the experience with the tomcat had clearly caused something to happen in Buster’s brain and body that persisted long after the tomcat disappeared, and that fundamentally altered his behavior toward Serafina. How could I scientifically study that slippery “something” without attributing subjective feelings to my cat? (I should note that when I go home and take off my scientist hat, I treat my cats as if they do have subjective feelings, and I believe that dogs and many other mammalian species do as well. However, when I go into the lab, I have to check my beliefs at the door and maintain scientific objectivity.)

The key intellectual adjustment involved letting go of the idea that emotions consist exclusively of subjective feelings. Rather, they are internal, central states of the brain that can exist independently of whether the owner of that brain has any conscious awareness of them or not. We know anecdotally that even we humans can sometimes have emotions that we are not consciously aware of but which our friends and loved ones can infer from our body language or facial expression. And there are laboratory studies that have provided evidence of unconscious emotions in humans as well. If emotions can exist independently of consciousness in people, then they may exist in animals as well, whether or not we consider those species to be “conscious.” This doesn’t mean that I think that cats, dogs, and other animals don’t have subjective feelings; it just means that I don’t need to answer that question scientifically in order to study how their brains generate emotion states.

But what exactly do I mean by a “state” of the brain? Brain states function to control the way that information from the outside world is interpreted by the brain and converted into action. For example, if you were starving, a plate of cold french fries in a puddle of congealed grease would elicit ravenous feeding, but if you were full after a meal, the same stimulus could make you recoil. Most animals would behave in exactly the same way—including fruit flies. You may have a subjective feeling of being starved or sated, but the feeling is not what controls your behavior. Your brain state controls your behavior, and your subjective feelings are your conscious experience of your brain at work—the brain’s perception of its own internal state.

Some brain states can prevent you from responding to a stimulus at all. Sleep is such a state. When you are fast asleep, you don’t hear subtle noises that you would otherwise easily detect if you were awake. If the noises get loud enough, of course, they can wake you up. But the point is that when you are in the sleep state, the same sensory stimulus is processed differently by the brain compared to when you are awake. And a person doesn’t need to be consciously aware of the fact that they are asleep in order for that state to suppress their responses to external stimuli. Similarly, an animal doesn’t need to have a subjective experience of thirst in order for its brain to tell its body to find and consume water when it is dehydrated.

In other words, emotions are internal states that control how the brain’s input is converted into its output, like a supervisor directing workers how to connect calls at an old-fashioned telephone switchboard. Externally visible behavior is one such output, or “readout,” of the internal emotion state. But there are other measurable readouts that can occur internally, such as changes in heart rate, blood pressure, or hormone levels. Subjective feelings—our conscious awareness of these internal states—are just another such readout. However, they are neither the only one nor the essential one. Therefore, by considering emotions as functional internal states, we can study how the brain controls emotions in animal models without having to assume or figure out whether animals do or don’t have subjective feelings.

Neuroscience seeks to understand how internal emotion states are generated, or “implemented,” by the brains of humans and other species. This implementation may involve special global patterns of electrical activity (for example, certain kinds of brain waves), increases in certain neurotransmitters or other brain chemicals, or activity in specific brain regions, types of neurons, and neuronal circuits. In principle, if we understood how the brain generates a particular emotion state, then we should be able to measure electrical activity or chemicals in an animal’s brain and identify what emotion state it is in. Conversely, if we knew what emotion state an animal was in (from measuring its behavior and physiology), then we should be able to predict what its patterns of brain activity and chemistry should look like. But in order to do this, we first need to be able to determine whether a behaving animal is in any kind of emotion state at all—let alone what kind of emotion it is having.

Why is this even an issue? What is the alternative? Isn’t it obvious that if an animal is freezing or running away, it is experiencing fear? While that may be our intuition, from a neuroscientific perspective it is actually not a foregone conclusion. The reason is that animal behaviors that may look superficially like they express an underlying emotion state may in fact just be automatic, hardwired reflexes. As I will describe in Chapter 2, it is possible to design a fairly simple robot that displays behaviors toward a stimulus (e.g., a light source) that look superficially like “love,” “fear,” and “hate.” The robot is programmed by engineers to respond to the stimulus in a fixed way that depends on the robot’s orientation to the stimulus and its internal wiring. In a similar manner, evolution has “programmed” the nervous system of many organisms to respond to stimuli that affect their survival, like predators or tainted food, with reflexive behaviors like freezing or avoidance. Such behaviors are referred to as “fixed action patterns.” Just because we observe an animal freeze in response to a predator or withdraw from spoiled food, that doesn’t necessarily mean it’s experiencing fear or revulsion. It could just be a pre-programmed, reflexive response. Is there a scientific way to distinguish between these alternatives?

In this book, I’ll describe how my colleagues and I have developed and used a set of criteria to do precisely that, based on careful analysis of an animal’s behavior. This approach can, in principle, be applied to any animal species. In fact, you can even apply it at home while watching your pets; it is completely non-invasive and harmless. These criteria, which I developed in collaboration with my colleague Ralph Adolphs, a professor at Caltech who studies emotions in humans, are based on general features, or properties, of most or all emotional behaviors—meta-behaviors, if you will. These individual properties are common to different kinds of emotional behaviors. Collectively, moreover, these properties are typically not displayed by most reflexive behaviors. They describe how an animal is performing a given behavior rather than which particular behavior it is performing. We refer to these meta-behavioral properties as emotion primitives.

These primitives include properties such as persistence (emotional behaviors tend to outlast their inciting stimulus, whereas reflexive behaviors terminate when their stimulus disappears), scalability (emotional behaviors can increase or decrease in intensity as the intensity of the underlying state changes, whereas reflexes are typically all or nothing), and generalization (the same emotion state can be triggered by different stimuli and, once evoked, can alter an animal’s responses to other stimuli). We have proposed additional such emotion primitives, and these will be described in Chapter 2. Importantly, we postulate that emotion primitives are properties both of internal brain states and of the externally observable behaviors that express those states. Therefore, if an animal responds to a particular stimulus in a way that exhibits these meta-behaviors, its behavior may reflect an underlying internal state rather than simply a “mindless” reflex.

To give you an example of how this works, I’ll tell you a story related to me by my friend Kate. In her backyard, Kate has a small pond with a dozen goldfish in it. The goldfish have learned that she feeds them, so when she walks to the edge of the pond they swim to the surface and cluster at the edge near her feet. Early one morning, however, Kate looked out her window and saw to her horror a blue heron plucking a fish out of the pond and swallowing it in one swift gulp. (The fish may have mistaken the heron’s approach for Kate’s and swum haplessly to its death.) About 20 minutes after the heron flew away to digest its meal, Kate tiptoed out to her pond to inspect the damage. Most of the fish were nowhere in sight—they had fled to a part of the pond protected by an overhang. However, two of the fish were lying motionless on the bottom of the pond. Initially, Kate assumed that they were dead—perhaps from shock. However, to her amazement, after another 10 minutes or so the fish started moving again and eventually swam off. 

Evidently, these two survivors were exhibiting the piscatorial equivalent of playing possum. The flight of the remaining fish to their refuge might well have been an instantaneous reflex response to the threat posed by the heron. But such reflexive responses usually don’t endure for half an hour after their inciting stimulus (in this case, the heron) has disappeared. Rather, the response of the deceptively deceased-appearing fish displayed persistence, a basic emotion primitive. That suggested to me in turn that their behavior was being controlled by a persistent internal brain state. Whether you consider that “fear” or not, as a neuroscientist I immediately wanted to know how the fish’s brain could keep them in that seemingly lifeless state for such an extended period of time—and how the brain “knew” when it was safe to wake up.

This anecdote provides a real-world example of how you can find evidence of emotion primitives in the animals inhabiting your own backyard. It illustrates the intended utility of the concept of emotion primitives for thinking about how the brain controls behavior, in both animals and people. It’s important to note, however, that emotion primitives are not a definition of emotion. Nor are they a new theory of emotion. Rather, they provide a way of distinguishing reflexive behavioral responses from behaviors likely to express an internal state of some sort, without having to assume that an animal has a subjective experience of that state or even that the state necessarily corresponds to a specific human emotion like “fear” or “disgust.” Certain emotion states that are evolutionarily ancient, like fear, may indeed be shared between humans and many animal species while others (e.g., schadenfreude) may be human-specific. Emotion primitives, however, can be used collectively to identify any behavior that likely expresses an internal emotion state, whether that particular state is common to many species or unique to a given type of animal. (It could, in principle, even be used to look for evidence of internal emotion states in Martians, based on the movement of their tentacles.) Once such behavioral evidence of an internal state has been identified, we can use approaches from causal neuroscience to study how these primitives—the components of the state—are encoded by the animal’s brain—for example, how the goldfish’s brain allowed it to remain motionless for 20 minutes after the heron left. In this way, the approach makes unanswerable questions answerable, by allowing neuroscientists to deconstruct an internal emotion state into component features whose neural control can be studied in animals.

You can also think of emotion primitives as evolutionary building blocks of emotion, in much the way that the internal combustion engine, transmission, and carburetor are building blocks of a car. Just as those devices had to be invented before they could be combined to create an automobile, emotion primitives could have appeared in evolution before full-fledged emotions evolved. Therefore, the concept of emotion primitives can be applied to the same behavior in different organisms, and to different behaviors in the same organism, to get a sense of how emotions evolved as a type of behavioral control system. Are there any animals that operate purely as robotic reflex systems? Or do all animals have internal states that flexibly control their behaviors—even, say, a jellyfish? And are some emotion primitives more primordial than others?

The concept of emotion primitives is a relatively new one. Ralph and I first introduced it in 2014, and elaborated on it in our 2018 academic book.3 That concept has not yet been broadly accepted by the research community, although an increasing number of papers are starting to use and refer to it. The concept of emotion primitives is one we developed to help neuroscientists approach the problem of how brains generate emotion states in diverse animals, from mice to fruit flies to roundworms. Whether it will have a lasting impact on the broader field of emotion research remains to be seen.

IN THIS BOOK, I will describe our efforts to apply the concept of emotion primitives by using it to investigate defensive and aggressive internal states in both mice and fruit flies. We did this to determine whether this approach would generalize across different emotion states in the same animal (e.g., “fear” versus “anger” in mice) and whether it would generalize across similar states in different animals (e.g., “fear” or “anger” in mice versus those states in flies). Because fear and aggression are evolutionarily ancient, they can be studied in organisms that are far apart on the evolutionary ladder. We know that flies have internal states of hunger and thirst; they even sleep (in short bouts of about five minutes). But do they also have internal states underlying escape behavior, aggression, or mating that can be defined, measured, and understood? And might these internal states be the evolutionary precursors of fear, anger, or lust? We’ll find out.

A neuroscientific perspective on how the brain generates internal emotion states in diverse organisms offers a new way of thinking about the role of emotions in our lives—how they guide our behavior—and how similar they are in the animals we have grown to love. It tells us that there is much more going on in our brains when we experience an emotion than just the subjective feeling of it—that is just the tip of a neural iceberg. Neuroscience provides a perspective on emotion that, in principle, can subsume many other ways of thinking about this fascinating subject, with important implications for furthering psychiatric diagnosis and treatment. That said, understanding how the brain controls emotion states is a tough problem that’s far from solved, and I can’t promise that I’ll be able to provide a satisfying answer to all the questions that this introduction has likely raised in your mind. What I can promise is that the journey I’m going to take you on will open interesting windows on the inner workings of the brain.

Footnote

i Darwin’s explanation is that wide eyes allow us to increase the scope of our peripheral vision, making it easier to detect a predator that may be lurking nearby.
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CHAPTER 1

Are Fleeing Fruit Flies Fraught with Fear?

TWENTY FRUIT FLIES, BUNCHED TOGETHER ON a thumbnail-sized patch of food in the middle of a covered, transparent arena the size of a small salad plate, jostle one another only slightly as they graze. They appear as peaceful as cows in an alpine meadow. Then, with the press of a button, a dark paddle—essentially a slow-motion, computerized flyswatter—swings above the arena. As the shadow passes above the grazing insects, I watch their response through a video camera.

When the shadow passes above the flies for the first time, they barely move, seeming to ignore it, as if to say, Don’t bother me, I’m eating. When the paddle swings back in the opposite direction, a few of the flies react gently as the shadow’s edge passes across their brilliant vermilion eyes. After a brief pause, I trigger the paddle to swing back and forth across the arena again. This time, as the shadow passes overhead, several of the flies leap off the food patch and onto the surrounding clear plastic floor while others shift uneasily but stay on the food. On the return pass of the shadow, yet more flies jump off the food. On the next trial, the remainder of the flies jump off the food patch while their companions scurry around more rapidly, their escape prevented by the transparent cover millimeters above their heads. On the fourth and fifth trials, the seemingly frantic flies run out to the border of the arena until all of them are at its edge, and then continue to run around it in single file, like a train on a circular track.

Remarkably, this behavior—called thigmotaxis—continues even after the shadows stop passing overhead: the flies continue to move in a chain around the perimeter of the arena, occasionally flicking their wings if the fly behind them gets too close.i After a minute or two, the flies begin to slow down. Some of them leave the train at the perimeter and make their way back to the central food patch. With time, more and more of the flies follow them back to the center, until after a few minutes only one or two of them continue to circle the arena. Eventually, even those seemingly reluctant stragglers return to the food patch, where they resume feeding with their brethren. I perform the entire experiment again on the same group of flies and get the same result, and then on another batch of flies, and another, until I am certain that the effect is robust and repeatable, all captured on videotape.


What was going on in the tiny brains of these little animals, each fly smaller than a grain of rice? The amateur observer in me wanted to believe—as Darwin did—that I was witnessing an example of fear in flies: that the shadow repetitively moving overhead had evoked a mounting state of anxiety, which gradually trumped hunger and induced the flies to stop feeding, and eventually to flee in terror from what they perhaps perceived as a predatory bird circling overhead, waiting to strike. Frantic, the flies ran as far as they could away from the food patch and then, when they got to the edge of the arena, kept moving against the wall, desperate to find a way out while staying as far away as possible from the open, vulnerable center. Once the shadows stopped, the fear eventually dissipated; hunger won out and the flies, realizing the coast was clear, returned to their meal.

But was this interpretation correct? Most of us have had the experience of trying to swat a pesky domestic fly (usually a larger cousin of the tiny fruit fly) that is buzzing around our bedroom, preventing us from falling asleep. If we’re stealthy, lucky, and quick, we get it on the first swat. But if we miss, the fly buzzes off. You can simulate this in the laboratory as well, without smashing the fly: move a shadow toward a fly that is poised atop a little perch, and it will jump away in a few milliseconds, executing graceful balletic moves that you can capture with a high-speed video camera at 5,000 frames per second, as Gwyneth Card so elegantly did when she was a PhD student at Caltech.

But is that leap from danger necessarily evidence of fear? Or is it just a well-tuned, robotic aerial escape reflex? There’s no way to tell because under ordinary circumstances the fly disappears into the room after it jumps away. To get around this problem, I designed a computerized Rube Goldberg machine to repeatedly wave a flyswatter above the flies while they were trapped in an arena they couldn’t escape. That way, I could continue to watch the flies after I stopped swinging the swatter above their little heads. Moreover, the setup allowed me to expose the flies to multiple passes of the swatter, so that I could watch how their responses changed over time. My hunch, which turned out to be correct, had been that the more times the swatter passed overhead, the more agitated the flies would become.

So, did the behavior I observed in my Swat-O-Matic tell me that flies indeed have “fear”? After all, the behavior certainly looked like what vertebrate animals do when (we assume) they are scared, whether they’re birds flocking away from your feeder up into a nearby tree upon the approach of a cat or gazelles scattering from a watering hole in the African savannah at the approach of a lion. And thigmotaxis (circling) is also considered a classic type of anxiety behavior in rodents. So the behavior I had induced in the flies certainly had what behavioral scientists call face validity: on its face, it looks like what you’d expect to see when animals are afraid. Moreover, it also had what they call construct validity: the behavior was produced in the laboratory (that is, constructed) by a stimulus that mimicked a type of threat that the animals were likely to encounter in real life. But did that mean that attributing a state of fear to the flies under these conditions was the only explanation for what I had observed?

AFTER FURTHER CONSIDERATION, AND after discussion with several colleagues, I realized that no matter how much the behavior—particularly the circling at the edge of the arena—“looked” like a fear response, it was not enough evidence to conclude that the flies were in a fear-like state. Flies are well-known for a reflex called the optomotor response, in which a continuous movement of stripes across their retinae will cause them to continue to walk in the direction that maximizes this optic flow. There is no fear or internal motivational state driving this behavior: it is like a person walking on a treadmill, who has to keep putting one foot ahead of the other simply in order to avoid falling off.

You could imagine that this optomotor reflex might be activated in the flies’ brains once they reached the perimeter of the arena. Perhaps as the flies started to walk around its circumference, hugging the wall, the movement of the wall past their eyes generated an optic flow that made them continue to walk around the perimeter simply to maintain this flow. In that case, there would be no fear or anxiety here, no desperate search for a way out of the enclosed arena: just a hardwired, reflexive motor response that was being driven by visual stimuli as the flies moved around the edge of the arena. Michael Dickinson, a brilliant colleague at Caltech who brings an aeronautical engineer’s perspective to the study of fly behavior, has shown time and again how complex, seemingly intentional actions performed by flies are in fact little more than sophisticated reflexes—changes in wing beat and body orientation triggered by visual cues, odor plumes, and wind, something like a fighter plane that can perform dogfights on autopilot.

The more I thought about it, the more I realized, to my disappointment, that there was no rigorous way to distinguish between those two explanations for the flies’ behavior in the Swat-O-Matic. I had spent well over a year building various gadgets in an attempt to coax flies into showing some evidence of what looked (to me at least) like fear. While the flies indeed exhibited what looked, superficially and anthropomorphically, like fear in these gadgets, there was an alternative, equally valid explanation that didn’t invoke some kind of emotion but rather drew on a hardwired, automatic reflex response stemming from sophisticated psychophysical mechanisms honed over millions of years of evolution. If you don’t know what’s going on inside the brain but are just observing an animal that exhibits a particular behavior in response to a particular sensory stimulus, it can be very difficult to decide whether that behavior is controlled by a reflex or by an internal state.

A word here on the difference between a reflex and an emotion state. By “reflex,” I mean a genetically specified neural pathway that automatically connects a particular sensory stimulus to a particular motor response—something like how when you’re operating a marionette, jiggling a wire (the stimulus) causes a particular limb of the marionette to move in a particular manner. Activating that pathway produces that response, and only that response. (We’ll see a human-made example of this in Chapter 2, when we learn about Braitenberg vehicles.) More sophisticated behaviors can be constructed by stringing reflexes together into a sequence, such that the behavioral output of one pathway activates the input of the next pathway, and so on—a process that ethologists refer to by the obscure term “stygmergy.” We can use stygmergic processes to build very sophisticated robots.

In contrast to such hardwired, stimulus-response reflex systems, behaviors controlled by internal emotion states involve what psychologist Kent Berridge has called an intervening variable, something in the brain that lies at the interface between the sensory input and the motor output (see Chapter 2 for more details). These intervening variables are the product of information gathered from multiple input pathways and combined to produce an internal “driving force” that can vary in intensity.1 The intensity of that driving force, together with other influences, determines which behavior is chosen from among a number of possible options. Internal states offer more flexibility than stimulus-response reflexes: they can respond to any of several different stimuli (or “fan-in,” to use a term originally derived from electrical engineering), and they can produce any of several different outputs (“fan-out”).

In 1950, the Nobel Prize–winning ethologist Konrad Lorenz proposed a hydraulic analogy to explain how such a system might work. Imagine a water bucket hanging from a support in your backyard. The bucket can be filled from various sources: rain, a faucet, a pitcher of water, and so on. When the amount of liquid in the bucket reaches a certain level, it creates hydraulic pressure on one (or more) of several valves of varying sensitivity, releasing the water through a different hose for each valve. Each hose is connected to a different backyard device, allowing the water to perform different functions: drive a sprinkler to irrigate the lawn, fill a birdbath, run a waterwheel to produce electricity or lift a weight, operate a fountain, et cetera. Which functions are activated, and for how long, depend on the level of water in the bucket. If the bucket is full, all functions are active; if it is almost empty, only the function connected to the hose with the most sensitive valve will be active. Now imagine that the hydraulic system is enclosed in a big black box, so you can only see what goes in and what comes out. In that case, if you are always looking at just one input stimulus (e.g., the faucet) and one output response (e.g., the sprinkler), it can be difficult to distinguish whether a given yard function is controlled by a hardwired reflex (a faucet directly connected by a hose to the sprinkler) or by a variable internal state (the water level in the bucket).

In the case of flies and their escape behavior, a large amount of research has looked inside the brain to identify a reflexive neural pathway controlling jump responses to looming visual stimuli: it involves a (relatively) huge neuron, called the “giant fiber,” that basically connects the fly’s eyes almost directly to its legs and can trigger a jump in response to a shadow within a few milliseconds. To return to our hydraulic analogy, it’s essentially a faucet connected directly to a hose that only drives a sprinkler. Could such a system, together with the optomotor reflex described earlier, explain the behavior of the flies in the Swat-O-Matic? Without some other type of measurement, criterion, or experiment, there is no easy way to decide. Is the flies’ behavior controlled by an internal emotion state, as we assume to be the case for other animals on the planet that are evolutionarily closer to us (birds, gazelles, dogs, cats)? Or is the behavior instead a very sophisticated reflex that could fool an impressionable observer into believing that the insects were “afraid”—like a skilled actor who can simulate fear by practiced control of their facial muscles? Come to think of it, is there any argument against explaining the behavior of birds, gazelles, and cats by the same type of non-emotional reflex mechanism as well?

This conundrum gets to the heart of the problem of studying emotions in animals: How can you know, objectively and scientifically, whether the animal is showing an “emotional” response to a certain stimulus or situation, or just a hardwired stimulus-response reflex? In fact, most attributions of emotions to animals have been based on anthropomorphic inference: if the animal is doing what I would do in a given situation, and if I would feel a certain way in that situation, then the animal must be feeling that way, too. If the elephant has clear liquid running out of its eyes, it must be crying, and therefore it must be sad. If it walks like a duck, talks like a duck, and looks like a duck, then it’s probably a duck, right?

While that may be a perfectly good conclusion to draw when thinking about how to keep our beloved pets happy, it’s not science. If we really want to know whether animals have emotions or are just very fancy robots with hardwired reflexes that “look” emotional, we need to make every effort to rule out alternative interpretations. In science, it’s not sufficient to just choose the interpretation you prefer and ignore the inconvenient or less palatable alternatives. You have to show, by experiment, that the alternatives are not valid explanations. As my late mentor and colleague Seymour Benzer once said to me, “The greatest sin in science is wishful thinking.”

Sometimes, however, it’s just not possible to experimentally exclude every other possible explanation for an observed phenomenon. In this case, scientists often rely on logical arguments, such as the so-called principle of parsimony, otherwise known as Occam’s razor. According to this principle, if there are multiple possible explanations for a certain observation or phenomenon, then the simplest one—that is, the one that makes the fewest assumptions or invokes the least complex widget—is likely to be the correct one. This principle has usually held true in the physical sciences, where truth and simplicity often go hand in hand. If one applies this principle to the debate about reflexes versus internal emotion states, it favors the reflex explanation. It is simpler to envision a system of sensors, wires, and joints that produce coordinated movements in response to a given stimulus than it is to invoke some sort of vaguely defined, complex internal state that we call an “emotion” and which somehow produces the same outcome. Indeed, this has been the prevailing view in the field of ethology, which seeks to explain animal behavior in functional terms as stimulus-response relationships rather than by invoking some mysterious subjective mental state that cannot be directly observed or measured.

SO, SHOULD WE JUST throw up our hands in frustration and walk away, leaving the question of whether fleeing flies are motivated by fear on the slag heap of scientific unknowables? Why does it matter, anyway, whether fly behavior incorporates fear, or any emotions at all? It matters because it determines whether researchers can use fruit flies as a subject to study how animal brains generate emotion states. For well over a century, fruit flies have been a workhorse model organism for figuring out fundamental mechanisms in biology, from mapping the position at which different genes (units of heredity) are located along a chromosome (a cellular structure that contains a string of different genes) to decoding the genetic blueprint for embryonic development. That’s because they’re small, easy and cheap to grow, have large numbers of progeny and a two-week generation time, and have only 4 pairs of chromosomes (compared to 20 in mice and 23 in humans). Yet they obey the same principles of heredity, development, and evolution that apply to us. Because they are compact and easy to work with, flies tend to yield solutions to basic biological problems faster than we can figure them out in furry animals like mice or rats, let alone people. The fruit fly genome was sequenced years before the human genome, and most fly genes have counterparts (called homologs) in humans. Many of those genes are relevant to human diseases. For that reason, flies have been an important biological stepping-stone to finding medically important genes in humans.

If fruit flies are useful for figuring out how genes work, then it is not unreasonable to think that they should also be useful for figuring out how brains work—although this was originally a leap of faith. Seymour Benzer, an ex-physicist who made seminal contributions to cracking the genetic code in the late 1950s, was the first person to realize this, and in the 1960s he was responsible for establishing fruit flies (often known by their genus name, Drosophila) as a model organism for studying how genes control behavior.ii However, as the Columbia University neuroscientist and Nobel laureate Richard Axel has pointed out, genes do not control behavior (at least not directly so); rather, neural circuits control behavior. Genes “control” behavior through their influences on the development and function of neural circuits. So if we ultimately want to know how genes shape behavior, we have to understand first how neural circuits control behavior.


In the decades since Seymour introduced Drosophila to neuroscience, fruit flies have been studied to learn how the neural circuits in their little brains control smell, taste, vision, touch, learning and memory, navigation, flight, feeding, mating, and even sleep. Because their brains have a thousand times fewer neurons and connections than a mouse brain, we can hope to figure out something about how a neural circuit controls a behavior much sooner in flies than in mice, let alone in humans. Furthermore, in flies we can pinpoint neurons that control specific behaviors with a resolution and specificity of one cell in the entire brain (more about that later).

More recently, Howard Hughes Medical Institute investigator Gerald M. Rubin headed a team that generated a fly “connectome”—an electron-microscopic map of the synaptic connections of every single neuron in the fly brain. The only other organism for which a complete connectome exists is the nematode worm C. elegans, but that creature has only 302 neurons, compared to about 100,000 in a fruit fly, and its behavioral repertoire is more primitive than that of flies. Even in nematodes, however, the connectome is a breakthrough that has allowed researchers to make great strides in understanding how neural circuits control simple behaviors like approach and avoidance, as Rockefeller University neuroscientist Cornelia Bargmann has shown. At one level, trying to figure out how the brain—any brain—works without such a map is like trying to understand how New York City public transportation works without a map of the subway system and bus lines. It’s going to be many years before we have a complete connectome for the mouse brain, and probably decades before we have one for humans.

You may be wondering how understanding the brain of an organism that is as evolutionarily distant from us as a fruit fly can tell us anything about how our own brains work. After all, as even a superficial glance will tell you, an insect brain doesn’t look anything like a human brain—or even a mouse brain. The problem is that superficial glances can be misleading. Fly brains use the same chemicals as our brains do, such as dopamine and serotonin. And as we have learned more about the structural organization of neural circuits in the fly brain, it has become clear that there are many similar architectural “motifs” in that circuitry that resemble motifs found in mammalian brains. For example, although the multifaceted fly eye and the human eye look superficially completely different, a deep analysis reveals that their retinal circuitry is organized in a remarkably similar way—something noticed more than a century ago by the Nobel Prize–winning Spanish neuroanatomist Santiago Ramón y Cajal. Similarly, although a fly’s antenna looks nothing like a human nose, the circuits that connect each structure’s odor-detecting receptor neurons to the brain use a similar convergence principle, as discovered by Rockefeller geneticist Leslie Vosshall and Columbia University’s Richard Axel. To use an architectural analogy, the Taj Mahal and the cathedral at Chartres both contain arches although the buildings’ styles are totally different. In the same way, studying fly brains can reveal basic principles of neuronal circuit architecture used by many organisms.

For this reason, fruit flies are a great model organism for understanding fundamental principles of how brains work and how brain mechanisms evolved. That’s why it matters whether fruit flies have anything like emotion states: if they do, we can use this powerful model organism to understand how the state is encoded in a comparatively simple brain. If they don’t, the solutions will be a long time in coming. Moreover—and this is the really essential point—if we can’t figure out whether or not we can study emotion states in fruit flies, how are we going to figure that out for mice? After all, they, too, may be just little robots, except with fewer legs, no wings, and more fur.

SO, CAN WE DEVELOP some kind of conceptual framework—one that doesn’t depend on attributing human emotions to flies—to help us decide whether the flies running around the perimeter of the arena in response to my automatic flyswatter are expressing an emotion or are just robots in fifth gear? What would an emotion state make the flies do that they would not do if they were just showing fixed, reflexive responses to the swatter?

Two observations that seemed inconsistent with the reflex hypothesis initially caught my eye. The first was that not all the flies responded to the shadow the first time they were exposed to it. Rather, their response, as a population, was gradual: with each successive pass of the swatter, more flies jumped off the food, until all of them were milling about in the arena. If I stopped the swatter at that point, the flies would just go back to their food patch, but if I kept sweeping it across the arena, the flies moved faster and farther until they reached the perimeter and started running around it. If the shadow sweeps continued, some of the flies would even switch from running to hopping, like kernels of popcorn popping. In other words, the more exposures to the shadow the flies received, the more agitated or aroused they seemed to become, and their behavior shifted from walking to running to jumping. In contrast, a reflexive response should, by definition, be the same every time.

I realized that this feature, which I call scalability, may be a general feature that can be applied to other emotions as well.iii Mammalian species that detect a predator (think of the gazelle on the African savannah sensing the presence of an approaching lion) will usually first stop what they are doing—grazing, drinking, and so on—and look around, exhibiting risk-assessment behavior. If they see a predator, they will often freeze. If the predator sees them and begins to approach, they will run away. These switches in behavior are accompanied by an escalation of the intensity of the underlying emotion state, from wariness to anxiety to fear to terror, a process that UCLA behavioral psychologist Michael Fanselow has described using his “predator imminence” theory. Humans show this feature, too. If you’re a little bit sad, the corners of your mouth may turn down slightly and you may frown. If you’re very unhappy, tears might start welling up in your eyes. Eventually, if the state of sadness escalates further, you may break down in sobs, your shoulders heaving and shaking. By contrast, reflexes are fixed action patterns: you either do them or you don’t, like the startle response that makes you jump at the sound of an unexpected loud noise.


I also noticed that the flies kept moving around the perimeter even after I stopped the auto-swatter. In other words, their reaction persisted long after the termination of the stimulus that triggered it. Reflex responses, on the other hand, tend to terminate as soon as the stimulus terminates: you don’t keep swinging your leg for several minutes after the doctor stops hitting your knee with the little hammer. Like scalability, persistence, too, is a general feature of many emotional responses. Once an emotion is “excited,” it can take a while to dissipate. For example, fear reactions often outlast the stimulus that triggered them (recall the example of the goldfish in the Introduction). The purpose of such a persistent response is to keep you in a state of defensive arousal or threat alert so that you can more quickly evade another threat if it appears. Eventually, however, you will calm down and resume whatever you were doing before your fright—just like the flies eventually stopped running around the perimeter of the arena and returned to their central food patch.

Over time, my colleague Ralph Adolphs and I began to piece together more of these basic attributes of emotion states from our observations and the work of others. For example, emotions have an intrinsic valence: they can be positive or negative. Joy and love are positively valenced emotions; anger and fear are negatively valenced. Humans subjectively experience valence as a pleasant or unpleasant feeling. In animals, valence can be measured by whether the animal is induced to approach (positive) or avoid (negative) some object or place. In the case of my flies, the shadow that passed overhead was clearly negatively valenced: it made the flies stop eating, jump off their food patch, and try to run away.

Another important feature of emotions is that they generalize: the same emotion can be evoked by different stimuli, and a given emotion can affect behavior in different contexts. The shadow generated by the auto-swatter caused my (male) flies to abandon not only food but also a bevy of virgin females glued to the center of the arena. Therefore, the state produced by the shadow was inhibiting not just feeding but mating as well. Furthermore, a persistent emotion, once evoked, can influence your responses in other contexts. If you narrowly missed being hit by a taxi when you crossed the street after work, when you got home you might jump more than usual if your partner suddenly appeared behind you while you were reading. Similarly, after the flies were exposed to the shadow, they became much jumpier in response to a gentle tap of the arena than they were before they were exposed to the shadow.

Together, these observations indicated that the behavior of the flies in response to the overhead shadow displayed multiple emotion primitives (for a fuller description of these primitives, see Chapter 2).2 In turn, that suggested that these behaviors were not exclusively reflex responses (although they might include some reflexive components). Rather, it was more likely that they expressed (were controlled by) an internal brain state that also had these primitives. For example, the fact that the flies’ behavior exhibited persistence—they continued to run around the arena for minutes after the overhead shadow stopped—suggested that somewhere in their brains, a circuit controlling this running behavior was persistently activated in response to the shadow. That hypothesis was something that could be tested, at least in principle, by looking inside the fly’s brain when it’s repeatedly exposed to shadows.

Does the fact that an animal’s behavior exhibits such emotion primitives necessarily mean that it has “emotions” in the colloquial sense of the word? No, because we are defining “emotion” for our scientific purposes as a type of internal state, a meaning that is different from its lay usage (see Chapter 2). To avoid confusion as you read this book, it may be easier to substitute the word “feelings” for what you typically think of as emotions. The concept of emotion primitives allows us to identify internal emotion states based on their features or properties, as reflected in an animal’s meta-behavior. We can then study how brains implement these emotion primitives in the animal of our choice, without worrying about whether the animal has “feelings.”

As I’ve said, the concept of emotion primitives is not a new theory of emotion. It does not try to say what emotions are or aren’t, or to hypothesize how they are produced by the brain or the mind.3 Instead, it is intended to be a different, and useful, way of thinking about emotions as functions carried out by the brain, and it allows researchers to study them experimentally in various types of model organisms, using sophisticated neuroscience methods that cannot be applied in humans. It is useful because it should help us to explain behavior by understanding the mechanisms the brain uses to generate the internal state that drives the behavior. If our understanding is correct, we should be able to predict what will happen to an animal’s behavior if we causally intervene in its brain and change its chemistry or its circuitry.

If the behavior of fruit flies in the Swat-O-Matic indeed reflects an internal defensive (fear-like) state, as suggested by the emotion primitives this behavior exhibits, then we should be able to use Drosophila as an experimental organism to learn something about how this state is generated and controlled by the insect’s brain. In the late 2000s, my postdoctoral fellow Tim Lebestky and I investigated how a similar persistent state of agitation was produced in flies exposed to brief air puffs in horizontal test tubes (a device we called the Puff-O-Mat). As in the Swat-O-Matic, flies exposed to multiple puffs ran around more frantically with each successive puff and continued to run around persistently for minutes after the puffs stopped before finally settling back down—that is, they exhibited both persistence and scalability in their response.

By testing hundreds of flies with different genetic mutations in the Puff-O-Mat, Tim found one mutation that caused the flies to take much longer to calm down in response to the air puffs—in other words, they exhibited exaggerated persistence. He found that this mutation disabled a gene encoding a receptor for dopamine—a neurochemical found in both flies and humans. This gene, moreover, was clearly related to the human dopamine receptor gene. This discovery told us that dopamine is required for agitated flies to calm down. We also found that administering extra dopamine to the flies made them calm down faster.

Interestingly, children with ADHD are often treated with a drug called Ritalin (methylphenidate), which increases dopamine levels in the brain. Moreover, like some children with ADHD, our flies with the mutation also had learning disabilities, as shown by a simple memory test. It is commonly believed that children with ADHD have learning disabilities because they are easily agitated and cannot sit still long enough to concentrate. Surprisingly, however, we found that the learning deficit in our mutant flies was not caused by their hyperactivity; rather, these two behavioral abnormalities were due to separate functions of the dopamine receptor in two different brain regions.4 Thus, the learning disabilities in ADHD may be causally unrelated to the hyperactivity. These findings may in the future suggest better ways to treat the different symptoms of ADHD, and they illustrate how studies of emotion primitives in fruit flies can uncover brain mechanisms that are shared between flies and humans.5

If we can learn something about how brain chemistry and circuitry control emotion primitives that underlie defensive arousal in fruit flies, then we should also be able to apply this approach to mammalian model organisms, like mice. In Chapter 3, we’ll see if that’s true. And in subsequent chapters, we’ll see if this conceptualization also applies to aggression, in both flies and mice. If so, that might encourage us to think that this is a promising and potentially useful idea.

But first, for those who are a bit more academically minded, in Chapter 2 we’ll delve a bit deeper into how to think about the relationship between behavioral action and internal states, as well as about different types of internal states (e.g., emotion versus motivation, arousal, or drive). Readers who prefer to avoid such theoretical issues should feel free to skip the chapter and can come back to it later for clarification if necessary.



Footnotes


i “Thigmotaxis” is a technical term for walking around the perimeter of an arena (with or without a roof).


ii A contribution for which he surely deserved the Nobel Prize, but, sad to say, he never won.


iii I mean “scalability” in the sense that emotions can escalate or de-escalate, operating along a graded scale of intensity. That is different from the word’s industrial meaning, which refers to the ability to scale up production of some technology.
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CHAPTER 2

The Iceberg Below the Tip

Internal States and Subjective Feelings

WHEN A MOUSE ATTACKS ANOTHER MOUSE, is it angry? You might suppose so, from the vicious way that it sinks its teeth into its opponent’s neck and thrashes the other mouse violently into submission. But we all know that anger and aggression are not the same thing. Anger is not always physically expressed, or else we’d all be hitting one another every time we were offended or insulted. Conversely, just because you’re not shouting at me or hitting me doesn’t mean you’re not angry at me. And not all aggression necessarily expresses anger: professional soldiers fight because they’re paid to, not because they’re enraged at the enemy. Similarly, when a mouse freezes in response to a predator or a loud noise, is it afraid? If a mouse is afraid, will it always freeze? Behaviors like aggression and freezing are external observables, and easily measured. In contrast, anger and fear are internal emotion states that are much harder to measure directly.

If observable behaviors and internal emotion states can occur independently of each other, then why would studying freezing or aggression in animals necessarily teach us anything about fear or anger? More important, if fear and anger are emotions, and emotions are defined strictly as subjective feelings—which can only be assessed through verbal report—then how can we study them at all in an animal such as a mouse (or a fruit fly, for that matter), which cannot talk about its feelings? How can we even know if an animal has any subjective feelings in the first place? Maybe, as some have argued, we should only study the neuroscience of emotion in humans, and restrict neuroscience studies in animals to the analysis of observable behaviors, like aggression or freezing.

A good—and intellectually safe—argument can be made for doing just that. Why not just make the neuroscience of emotion an off-limits topic in animals, and study it in humans using brain-scanning techniques? After all, with humans, we can put them in an MRI scanner, watch their brains light up, and ask them if they feel afraid or angry. Isn’t that enough to understand how the brain controls emotions?

Unfortunately, that’s not enough—at least not if we want ultimately to develop new medicines for psychiatric disorders that are based on a mechanistic understanding of brain function and dysfunction, in the way that insulin was developed as a treatment for diabetes through an understanding of what the pancreas does. While brain-scanning studies are certainly useful—they can give us a global picture of activity throughout the brain—they are fundamentally correlational, and correlation does not prove causation. Without causation, it is difficult to understand what the mechanism might be—think about trying to understand how an automobile engine works simply by watching it while a car is running, and observing that it cycles more rapidly when the auto accelerates.

The only way to prove that activity in some region of the brain is the cause of a given behavior is to physically access that region, switch the activity on or off, and see whether the behavior is also switched on and off. And those kinds of experiments can, for better or for worse, be done only in animals, not in humans—for both technical and ethical reasons (see Introduction). Therefore, if we want to understand how the brain causally controls emotions, then we have to study that connection in animals. But in order to do that, we first have to arrive at an operational definition of “emotion” that we can apply to animals as well as to humans.

The first step is to dissociate our working scientific definition of “emotion” from the subjective emotional feelings that we experience as humans (Figure 2-1A). As my colleague Ralph Adolphs and I have argued, emotions can be thought of as internal states of the brain.1 Subjective feelings in humans are not the essence of such states but, rather, one of their “readouts,” or expressions; emotion states are also expressed by externally observable things, such as behavior (Figure 2-1B), as well as by bodily responses such as heart rate, pupillary dilation, and increases in stress hormone levels. In this view, an animal does not have to have any subjective experience (“feeling”) of its internal emotion state in order to be in such a state. Indeed, there is evidence that under some conditions, even humans can be unaware of their emotion state.

The problem is that neuroscience does not yet have a direct way to measure internal emotion states independently of a human subject’s verbal report of their subjective feelings. But that does not mean that such states don’t exist. If they do exist, then if we had the right tools we could, in principle, study how they are generated by the brain, even in non-human animals, without having to figure out whether or not those non-human animals have subjective feelings.

When I talk about “emotion” in this book, therefore, I am not using the term in its everyday, colloquial sense to refer to subjective feelings. Rather, Adolphs and I, like others before us, including researchers who study emotions in humans, such as University College London neuroscientist Ray Dolan and University of Southern California neurologist and author Antonio Damasio, have argued that neuroscientists should use the term “emotion” to refer to a type of internal brain state that is incited by external stimuli or memories and that causally drives behaviors. In contrast, we should reserve the term “feelings” to refer to our subjective, conscious experience of that internal state. According to this view, “feelings” arise from our brain’s perception of its own internal state, of which we have a conscious awareness. Because a subject’s feelings can only be assessed by verbal report, how the brain encodes feelings can currently only be studied in people. But we can, and do, study various kinds of internal brain states in both humans and animals. By divorcing the study of the brain’s internal states from the study of subjective feelings, we can investigate the neural basis of such affective states in animals while remaining agnostic about whether they do or do not have subjective feelings.
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Figure 2-1. Subjective feelings versus emotions. (A) Traditional view in which “emotions” are defined as subjective feelings, which arise from our conscious perception of our behavioral and bodily responses. According to this view, we cannot know if animals have “emotions” (defined in this way) since we cannot know whether they have subjective feelings. (B) Modified view in which emotions are internal states that can cause both behavioral (and bodily) responses and, in humans, subjective feelings. Although we do not know if all animals have such feelings, that does not impair our ability to study their internal emotion states by analysis of behavior and bodily (physiological) responses. Adapted from Adolphs R, Anderson DJ. 2018. The Neuroscience of Emotion: A New Synthesis. Princeton University Press.





Joseph LeDoux, a professor of neural science at New York University who for well over 30 years has studied how the brain generates fear in rats (see Chapter 3) and who has achieved international recognition for his work on emotion through his research and his popular books, has recently changed his mind.2 He has revised his views both about whether one can study “emotions” in animals and about whether the subcortical brain structures that control defensive behaviors such as freezing in rodents, including the amygdala, have anything to do with emotions in humans.3 He has argued that scientists should reserve the word “emotion” for use exclusively in studies of humans because it refers, in its colloquial usage, to subjective conscious feelings. In his view, one should not use the word “emotion,” or words for specific emotions (like “fear” or “anger”), when studying animals. To be clear, LeDoux is not denying the possibility that animals have subjective feelings or some form of consciousness; he is just saying that there is currently no way to assess this scientifically in animals. I agree with this view completely.

Where LeDoux differs from Ralph Adolphs and me, however, is on whether one can use the word “emotion” to refer to a specific type of internal brain state when studying animals. LeDoux has argued that one can study other types of internal states, such as motivation, arousal, or drive, in animals because experimental psychologists have developed specific behavioral tests for these states. Since they have not developed behavioral tests for “emotions” (defined as subjective feelings) in animals, there is nothing to study. Adolphs and I have argued that, even after taking subjective feelings out of the “emotion equation,” there are features of emotion states that cannot be adequately described by our concepts of motivation, arousal, and drive. For example, the behaviors that can express a given emotion state are more flexible than those that express a motivational state, as discussed later. They also often have a function in social communication, which motivated behaviors like eating or drinking do not. For these reasons, there are aspects of emotion that we need to be able to study in animals in order to fully understand how their brains—and by extension ours—control behavior. Without that understanding, our long-term objective of understanding and treating mental illness in humans may be severely undermined.

At some level, this disagreement is about the meaning of the word “emotion” when it is used in a neuroscientific context. Adolphs and I use the term “emotion” to refer to a type of internal brain state while being clear that this usage does not imply that the state is necessarily accompanied by subjective feelings (although it could be). Scientists frequently adapt colloquial words, giving them a different technical meaning in the context of their specific fields. For example, the word “messenger” when used in its colloquial sense implies the transfer of written or verbal communication. However, it means something entirely different when used by molecular biologists to describe a particular type of RNA: messenger RNA (or mRNA, for short). Physicists use the word “charm” to refer to a particular type of quark, a subatomic particle, as in a “charmed quark.” Interested scientists from other fields, as well as laypersons, are smart and flexible enough to be able to adjust to such terminology. 

LeDoux has cautioned me that if neuroscientists use the word “emotion” to mean something different from its colloquial sense in the context of their research, it will confuse the general public. “If you tell people that flies have ‘emotions,’” he has said to me, “they will think you mean that flies have feelings”—which is not what I mean. I would counter that if you tell people that one cannot use the word “emotion” when talking about animal behavior and brain mechanisms, people may think you mean that these animals are just little pre-programmed robots—which is not what LeDoux means.4 To be completely clear, when I use the word “emotion” in the context of discussing animal behavior, I am referring to an internal brain state (which LeDoux would probably call an “affect program”); I am not suggesting that flies (or other animals) necessarily have a subjective experience of this state.i Emotions and feelings are two separate phenomena, and two separate but related problems. In order to be able to study emotions in animals using causal neuroscience, we focus on understanding the general properties of emotion states and how they are encoded by brains while remaining agnostic about whether that state is accompanied by subjective feelings.


Does this debate matter in practice, or is it just a semantic argument among academics, a debate carried out in musty corridors by tweed-wearing, bespectacled professorial types? It does matter because it could ultimately limit how deeply and mechanistically we’ll be able to understand how our brains (and animal brains) control behavior. As an analogy, consider the problem of vision: How do we “see” with our brains the images of the outside world that come into it through our eyes? Vision writ large includes both physical processes that can be objectively studied—such as how photons are converted into nerve impulses by the retina, or how patterns of those impulses encode objects like faces or cars in the cortex—as well as subjective aspects like the experience of seeing “redness,” sometimes referred to by philosophers as qualia. While you can buy a machine (called a spectrophotometer) that can detect red light and distinguish it from green or blue light, I have no way of knowing if you experience the color red in the same way that I do. This conscious, private experience is something entirely different from the ability of our eyes and our brain to physically detect the color red. The subjective experience of “redness”—what it feels like to see the color red—is part of our conscious awareness, and seeing red feels different from seeing blue or green. Understanding how the brain gives rise to that experience will likely take decades (if not longer).5

That said, the field of neuroscience has learned an enormous amount about vision in the last 50 years, without worrying about trying to explain the subjective experience of seeing red. Nobel Prizes have been awarded for this work (to the late David Hubel and Torsten Wiesel, then at Harvard), and the knowledge gained through this research has had an enormous impact on our understanding of how we see and more generally on our understanding of how the brain processes information. It has led to the development of the brain-inspired deep convolutional neural networks that underlie some of the remarkable advances in artificial intelligence (AI) that have occurred over the last decade.

The most important and impactful work on the neuroscience of vision has been carried out in animals. Hubel and Wiesel made their discoveries using cats, which have a visual system that is similar to ours. My former Caltech colleague Doris Tsao (now at the University of California, Berkeley) has used non-human primates to discover how the brain encodes faces and other types of objects. If the neuroscience community had collectively decided in the early days of research that “vision” should be defined exclusively as the subjective experience of visual percepts—such as the feeling of seeing redness—then we would only ever have been able to study “vision” in humans. In that case, most of these important advances in our understanding of vision (how we see things) would never have occurred.

By analogy, I would argue that emotion is to feelings as vision is to the subjective experience of seeing red. The field of vision research has shown us that we can learn a great deal about how the brain works if we set aside the problem of conscious awareness and study the nuts and bolts of a neural process in animal models. And the nuts and bolts of how the brain processes visual stimuli are still incompletely understood, even after 50 years of research by many investigators. By comparison, the study of emotion is about 50 years behind the study of vision. The field has a lot of catching up to do in comparison to other areas of neuroscience research. But we can and will move forward if we aim to understand emotions as internal states of the brain rather than as purely subjective experiences requiring conscious awareness.

IF WE SET ASIDE our anthropomorphic intuition about whether animals have subjective feelings and consider emotions as a class of internal states, we are confronted with an even more fundamental problem: Why assume that animals have such states at all, if you can explain their behavior without them? Don’t emotions just make the challenge of explaining behavior more difficult and complicated? The Nobelist Niko Tinbergen’s argument to set aside emotions as something that unnecessarily complicates our understanding of behavior (see the Introduction) is basically an invocation of this view, an application of Occam’s razor.ii


To be fair, Tinbergen was using the word “emotion” in its colloquial sense, to refer to subjective feelings, not to internal states. So he and I are in agreement that it is better to approach the study of animal behavior without attributing to them subjective feelings. However, even if one sets aside the issue of feelings, one has to confront the question of why animals should have any internal states at all. Isn’t it even more parsimonious to assume that they are just very sophisticated biological “robots,” endowed with specific neuronal sensors that detect light, sounds, and other stimuli and are in turn hardwired to neurons that control specific reflex responses to these stimuli, with nothing in between? After all, most animals (including ourselves) have such reflexes. Perhaps many behaviors that look superficially “emotional” from our anthropomorphic perspective are actually just fancy reflexes.

To see how far that approach could be taken in explaining complex animal behaviors, cyberneticist Valentino Braitenberg, in his book Vehicles, described a series of progressively more complicated, hardwired stimulus-response (S-R) robots, of the type that you might want to build if you were sending a robotic explorer vehicle to Mars.6 He showed that you could program innate preferences for a particular stimulus (e.g., light) just by changing the wiring in the robot: for example, you could make one robot that approached a light and crashed into it (Figure 2-2B) and another robot that avoided the light (Figure 2-2A), depending on how you arranged the wiring from the light sensor to the motor driving its wheels.

Braitenberg further showed that you could program even more varied responses by including the option for a sensor to inhibit the wheels as well as to activate them (Figure 2-2C). In a not-so-subtle trolling of psychologists, he labeled the behaviors exhibited by these different types of robots with the same terms used to describe basic emotions, like “fear,” “love,” and “aggression.”

As the wiring of the robot got more complicated, the vehicles could be made to exhibit ever more sophisticated behaviors. The purpose of this exercise was to demonstrate that if we didn’t know how the vehicle worked inside—if we treated it as a black box—we could easily be misled into thinking that the vehicle had emotions just by watching it and anthropomorphizing its behavior. By extension, since we don’t know how a given animal’s brain is wired up, we could also be misled into thinking it had emotions just by observing its behavior in response to different stimuli.

Braitenberg’s book is an excellent cautionary example—it emphasizes the need to give equal consideration to plausible alternative interpretations when trying to determine whether animals have emotions simply based on their behavior. This is good, rigorous scientific practice when trying to understand any natural phenomenon. At the same time, however, for several reasons it’s not necessarily true that animal behaviors can be explained more simply by a sophisticated system of hardwired, robotic stimulus-response reflexes than by a system that incorporates internal motive or emotional states.
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Figure 2-2. “Emotions” expressed by Braitenberg vehicles. The robots have light sensors that are directly connected (dashed lines) to a motor (not shown) that drives the wheels. In vehicles (A) and (C), the sensors activate the wheels on the same side of the vehicle; in (B) they activate the wheels on the opposite side. In vehicles (A) and (B), the closer to the light the sensor is located, the more strongly the connected wheel is activated (shown by +). In vehicle (C), the closer to the light the sensor is, the more strongly the connected wheel is slowed (shown by —). In (A) the right sensor is closer to the light than the left sensor, so the right wheel turns faster than the left wheel. That makes the robot avoid the light, as if it showed “fear.” In vehicle (B), the left sensor is closer to the light, so it makes the right wheel turn faster; the result is that the vehicle steers toward the light and eventually crashes into it, showing “aggression.” In vehicle (C), the left sensor is closer to the light, which slows the left wheel relative to the right one, so the vehicle approaches the light. However, when it gets very close to the light, both sensors are strongly activated, both wheels are shut down, and the vehicle eventually stops (blunt arrow). This looks like “love.” Redrawn with permission from Braitenberg V. 1986. Vehicles: Experiments in Synthetic Psychology. MIT Press.





First, as Braitenberg vehicles get more complicated, in order to perform more realistic behaviors, they do not necessarily fall on the more parsimonious side of Occam’s razor in comparison to other conceptualizations of goal-directed behavior. As described by psychologist Kent Berridge, even a simple motivated behavior like drinking water can vary in its intensity or duration, or in how much work the animal is willing to perform to get access to water, in response to different environmental or physiological factors like the extent of water deprivation, heat dehydration, or salt levels in the blood (Figure 2-3). In order to be able to respond to such different factors, it might be simpler to imagine a system that integrates, or combines, these various factors into a single brain signal, whose value the rest of the brain can somehow “read” to figure out what the animal should do next. Berridge calls such a signal an “intervening variable” (Figure 2-3).

To examine quantitatively the parsimoniousness of these two views, Berridge compared the amount of neural wiring—the number of connections—that would be required in two different abstract models for how the brain could control drinking. The simpler, or more parsimonious, explanation should require fewer connections. In one model, each independent variable (environmental or physiological input to the system) was hardwired to each of the dependent variables (behavioral outputs), like a complex Braitenberg vehicle (Figure 2-3, upper). In the other model, all the independent variables converged, in a fan-in manner, to an intervening variable (an internal state), which computed the combined values of these inputs as a single signal (called “thirst”), whose value could vary continuously (a little thirsty, very thirsty, or parched). This internal signal would then be used by the brain to coordinately control all the possible behavioral outputs of the system, in a fan-out manner (Figure 2-3, lower). Significantly, Berridge calculated that 16 different hardwired connections (causal arrows) were necessary to build a Braitenberg vehicle that could achieve such flexibility while only 8 connections were required to wire up the intervening-variable/“thirst” model. So by Occam’s razor, the internal state model is half as complicated—that is, twice as parsimonious—as the hardwired model. Such an argument could apply just as much to hunger as to thirst.
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Figure 2-3. Comparison between hardwired (upper) and intervening-variable (lower) models of behavioral control. The upper model is a network of fixed stimulus-response (S-R) reflexes, in which each independent variable (experimentally manipulable influence) is connected by a separate wire to the effectors that control the measurable properties (dependent variables) that are controlled by these influences. The lower model incorporates an intervening variable, or internal state, called “thirst,” which combines (integrates) the influences of all the different independent variables to control all the dependent variables in parallel. The “state” model is more parsimonious (simpler) than the “hardwired” model because it requires fewer connections to wire up (8 vs. 16). Reproduced with permission from Berridge K. 2004. Motivation concepts in behavioral neuroscience. Physiology and Behavior 81:179–209.





In addition to being simpler, the state-dependent model makes it easier to explain an additional, very important feature of drinking or eating, which is its homeostatic nature. Homeostatic systems function by encoding a setpoint, a stable point on a continuously varying scale of some physiological feature (e.g., body weight or temperature), which defines where the system needs to be in order to function optimally. By incorporating a series of sensors and feedback systems that can detect any deviations from the setpoint, a homeostatic system changes the behavior of the animal so that it returns it to the setpoint.

The most familiar example of such a system is a thermostat: you program in the setpoint (desired temperature), and a temperature sensor detects whether the room temperature deviates below or above this temperature. If the room temperature is below the setpoint (too cold), the system turns on the heat until the temperature is raised to the desired value; if the room temperature is above the setpoint (too hot), the system turns off the heat (and maybe turns on the air-conditioning) until the temperature is lowered back down to the desired setpoint value. Note that negative feedback from the thermostat is crucial to shut down the heating or cooling of the room once the setpoint is reached.

Hunger, thirst, and body temperature are homeostatic systems. Each animal has an optimal concentration of salt in its bloodstream—its setpoint. If the concentration of salt in its bloodstream becomes too high because the animal is dehydrated, it will drink water until the concentration of salt is reduced back to the setpoint. Conversely, if there is too much water in its system and the salt concentration is too low, the animal will consume salt until the concentration increases back to the setpoint.

There are many different factors (independent variables) that can influence an animal’s need to drink water. And there are several different things an animal can do to reduce its rate of water loss or to increase its water intake. For example, if an animal becomes dehydrated because it is standing out in the sun, it can find some shade under a tree to reduce its rate of water loss; if no tree shade is available, the animal can look for water to drink, burrow into the ground, climb to a higher elevation where the temperature is lower, or cool itself by spraying dust on its body (as elephants do). That is a much more complicated system than a thermostat, which can only switch the heat on or off.

In a hardwired system (Figure 2-3, upper), where there is no intervening variable (i.e., internal state of thirst), each output (dependent variable) that the animal can perform has to separately feed back to each of the different inputs to the system in order to stop the input from continuing to drive the system away from its setpoint. If the animal is drinking water and it doesn’t know which independent variable made it become dehydrated in the first place, whatever mechanism that sensed when enough water had been drunk would have to send separate negative feedback signals along different wires to each of the different systems that could make the animal become dehydrated in the first place, to shut them all down. That would double the number of wires in the system, to 32—getting very complicated!

In contrast, if there were a single intervening variable, “thirst,” that integrated the input of all the different independent variables to decide how much water the animal needed to drink, once the animal drank enough water and the setpoint was reached, the intervening variable could make itself insensitive to all the different inputs it normally received. That would require just one additional sensor and switch. In other words, having an intervening variable like “thirst” that controls how much the animal needs to drink greatly reduces the complexity of the negative feedbacks required to stabilize the system at its setpoint. That’s another reason why such an internal-state-based system is more parsimonious than a fixed wiring system.

IT’S ALL WELL AND good to argue that homeostatic systems should use intervening variables to control themselves, based on the principle of parsimony, but it’s quite another to show that such intervening variables actually exist and to measure their magnitude and their deviation from the setpoint. That is because if you view the system as a black box, the intervening variable is an invisible, internal component of the system. In contrast, the independent (input) and dependent (output) variables are easily observable by watching what the animal senses and what it does in response. Of course, you could draw a blood sample from the animal and measure its salt concentration, but that wouldn’t really tell you whether the animal was thirsty or sated unless you independently knew what its setpoint was. Animals that live near salt licks might have very different setpoints than animals that live far from a source of salt. By analogy, if you just weigh a person, you can’t really tell whether they’re starving or not unless you know what their setpoint weight is supposed to be (is this a naturally skinny person or a naturally fat person?).

If you were a behaviorist, to determine whether an animal was thirsty, you would just put some water in front of it and measure how much it drinks. If it drinks, you can assume it was thirsty. But that’s only an indirect measure of “thirst,” and it doesn’t tell you whether the need to drink was controlled by a continuously varying intervening (internal) state (Figure 2-3, lower) or by a complicated stimulus-response reflex system (Figure 2-3, upper). What you really want to know is whether the animal has an internal state that motivates it to drink. The word “motivation” immediately takes us out of the realm of physiology (measuring salt concentrations) and into the realm of psychology (what the animal needs or wants).

In order to determine whether an animal simply drinks as a programmed reflex response to being dehydrated, or whether it has an internal motivational state—“thirst”—that drives it to obtain and consume water, you have to do a psychological experiment. If drinking is just a reflex response to dehydration, then the animal should only be able to drink if water is right in front of it, and it shouldn’t do anything to get the water except to consume it. It would be like a Rube Goldberg machine in which a watering can sits under a running faucet, and when it fills to a certain level it tilts forward and the water drains out of its spout; once the water falls below a certain level, the watering can tilts backward and resumes filling again, and so on. But if you drain the can and move it away from the water, it’s not going to get up and refill itself.

So, the experiment is to test whether a thirsty animal will learn to perform a behavior that it has never had to do before in order to get access to water. A simple way to do this is, for example, to put the dish of water on the opposite side of a climbable wall from a water-deprived rat. The first time you do this, the rat doesn’t know there is water behind the wall, and it will just sit there getting thirstier. But if you repeatedly do this, as the rat gets thirstier and thirstier it will start roaming around and exploring its environment (presumably looking for water) and eventually it will climb up and over the wall and accidentally discover the water. Once it discovers this, and does it a few more times, it rapidly learns that there is water on the other side of the wall. From then on, every time you deprive the rat of water and put it back in the arena, it will almost immediately climb over the wall. What this means is that the rat has demonstrated that it is willing to perform a behavior that has nothing to do with drinking—climbing over a wall—in order to get access to water. Put another way, the rat has demonstrated that it is willing to do work—expend energy—to get access to water. Psychologists operationally define motivation as the willingness to do work to gain access to a reward (or more accurately, a reinforcer).iii


Because motivation is defined and detected by observing the animal performing tasks it has learned to do in order to get access to a reinforcer, you can train the animal to do almost anything it is physically capable of in order to obtain its reward (in this case, the water). This includes things that it would normally never do in its natural life, such as pressing a lever. This is known as instrumental or operant conditioning (training)—the animal has to learn to perform a specific task (e.g., pressing the lever) to get its water.

The beauty of this approach is that you can use it to measure not only whether the animal is thirsty or not but also how thirsty it is—that is, the intensity of its motivational state—by seeing how hard the animal will work to get the water. For example, on each trial, you can gradually increase the number of times the lever needs to be pressed for the rat to get its water. Eventually, if too many presses are required, the rat will give up. But when it gives up is a reflection of how thirsty it is: a moderately thirsty rat may quit pressing the lever if it doesn’t get its water after 5 presses while a very dehydrated rat may press the lever up to 10 or 15 times before giving up. So this type of experiment, called a “progressive ratio” task, can be used to measure the relative intensity of the motivational state in two different animals or in the same animal under two different conditions.

You can also do the same type of experiment with food: a hungry rat will learn to press a lever to get access to food. In fact, a rat will learn to press a lever to get access to anything it finds rewarding/reinforcing. (That means you can also use this test to determine what things, or activities, are rewarding or reinforcing to the rat: if the rat is willing to do work to obtain them, then by definition they are reinforcing.) What’s important about these experiments is that they provide an example of how you can measure, or make visible, a previously invisible internal state (of “motivation”) that you postulated exists in the animal’s brain.

Because you can measure this internal state in animals using such lever-pressing tests, you can use the powerful tools of causal neurobiology to identify the neurons and circuits that control drinking and thirst. Inhibiting neurons that promote the internal state would reduce the amount of lever pressing while activating such neurons would increase it. For example, my Caltech colleague Yuki Oka and others have identified specific groups of neurons in the brain that, when stimulated using optogenetics (a technique for artificially activating neurons in the brain by shining light on them, to be discussed in more detail in Chapter 6), will drive an animal to drink water even if it’s not thirsty. Moreover, by measuring activity specifically in these particular neurons, Oka has shown that they become activated when the animal is water-deprived, and that this activity is shut off once the animal drinks. Work by University of California, San Diego neuroscientist Scott Sternson has identified analogous neurons that promote feeding behavior in response to starvation. So these neurons are good candidates for embodying neural implementations of “thirst” and “hunger,” intervening variables of the type proposed by Berridge in Figure 2-3—in other words, of an internal state. Neuroscientists have measured and figured out how this state is implemented by the brain, without worrying about whether the animal “feels” thirsty or not (in a subjective sense).

“MOTIVATION” IS A TYPE of internal state that can be defined in psychological terms, experimentally measured in animals using a learning-based behavioral test, and studied neurobiologically to identify the brain circuits that causally implement it. If we can do that for motivation, then perhaps we can do something similar for emotion (Figure 2-4). Motivation and emotion are closely related. Many (but not all) emotion states have a motivational (or “motive”) component: the emotion “fear” includes a strong motivation to get to a safe place or avoid detection by a predator. And work by Tufts University neuroscientist Klaus Miczek and others has shown that aggression is rewarding or reinforcing, in the sense that male rodents will learn to press a lever to obtain the opportunity to attack a weaker male conspecific (another animal of the same species). That suggests, at the very least, that there is a motivational component to aggression.

However, emotions are also different from motivations in several respects. Motivations serve to guide animals to perform goal-directed behaviors and are very specific: thirst directs an animal to find and drink water, hunger tells it to find and eat food. In contrast, emotions are more flexible: an animal that is afraid may freeze, to avoid detection; flee, to avoid entrapment; or attack its assailant. Furthermore, motivations typically have a homeostatic function: they are often triggered by deviations from a setpoint in the value of some internal physiological variable, like temperature, caloric level, or salt concentration in the blood. By contrast, emotions function to organize responses to external or internal cues—for example, the detection of a predator or a challenge to fight by a subordinate male.



[image: image]
Figure 2-4. Emotion state as an intervening variable. A variety of different influences (left) converge on the brain to trigger an internal emotion state (center), in a manner similar to that illustrated for thirst (a homeostatic motivational state) in Figure 2-3, lower. This internal state (referred to by some researchers as an “affect program”) generates several kinds of responses (right), including behavior, bodily responses (e.g., increased heart rate), endocrine (hormonal) responses, changes in input/output (I/O) processing, and (in humans) subjective feelings.





The function of emotions like fear and anger is not homeostatic: an animal doesn’t engage in fighting because it has become too aggressive and needs to restore itself back to some aggression setpoint. Motivation states are typically terminated rapidly once the animal has consumed the relevant reward; in contrast, emotions can persist for extended periods of time, even after the stimulus that triggered them is no longer present. Emotional behaviors are reactions that can express an internal state (in the way that crying is an expression of sadness), whether or not it serves any useful function for the person or animal in the moment, whereas motivations propel the animal to perform particular actions to correct an internal imbalance or to obtain a reward. However, the two types of states share many properties in common; indeed, researchers such as University of Arizona neuroscientist Arthur D. “Bud” Craig have referred to hunger and thirst as “homeostatic emotions.”

If we can have internal motivation states that guide our behavior, whether we are consciously aware of them or not, then it should follow that we can have internal emotion states that guide our behavior without necessarily having subjective feelings that accompany those states (and the same would be true for animals). However, in contrast to the experimental measurement of motivation, which can be performed using operant conditioning behavioral tests (pressing a bar for a reward), there is so far no accepted simple and general behavioral test for an emotion state that can be applied to animals as well as humans. At the moment, we can measure behaviors that look emotional, like freezing, in a rat or a mouse. Since humans freeze when they are afraid, and since human and rodent brains are similar, it is tempting to infer that freezing in rodents expresses an internal state of fear. But does freezing also express a state of fear in an evolutionarily distant animal like a fruit fly? Or is it just a reflex triggered by a specific stimulus, a hardwired behavior programmed into a living Braitenberg vehicle?

Ralph Adolphs and I developed the concept of “emotion primitives” to answer this question. To recap the earlier discussion: emotion primitives can be thought of as “meta-behaviors,” features or properties of the way that certain behaviors are expressed by an animal that can provide evidence that those behaviors may be driven by an internal state, which itself has such properties (Figure 2-5). For example, one emotion primitive is persistence: emotional responses tend to outlast their inciting stimulus, whereas automatic stimulus-response reflexes (like the knee-jerk reaction your physician elicits during your annual physical exam by tapping on your knee with a small hammer) usually terminate as soon as the stimulus is removed. For example, if you are walking along a trail in the San Gabriel Mountains near Altadena, where I live, and you hear the unmistakable sound of a rattlesnake, you will probably jump in the air (at least I did, on one occasion). But even after the snake has slithered off into the underbrush, your heart will continue to race and you will probably jump at the sight of any snake-like object in your path, such as a stick. Gradually, however, you will calm down.

Another emotion primitive is scalability: internal emotion states typically vary along a spectrum or continuum in their intensity. Variable intensities of a behavior may be exhibited by an animal (or a person) according to the intensity of the underlying emotion state. For example, the spectrum of “anger” includes gradations that we describe with words like “annoyance,” “irritation,” “anger,” “rage,” and “fury,” and the associated behaviors range from grumbling under one’s breath to speaking audible insults, shouting, threats, and physical violence. By contrast, reflexes are usually all-or-none, fixed-action patterns: you either do them or you don’t, and you do them the same way every time. Scalability is closely related to arousal, but it includes mechanisms to switch behaviors as the internal state escalates in intensity.

Another key property of emotion states is that they have a valence, which means they can be positive, negative, or somewhere in between. In humans, valence is subjectively experienced as a pleasant (positive) or unpleasant (negative) feeling. In animals, valence can be measured by whether the animal is induced to approach (positive) or avoid (negative) some object or place. A similar emotional behavior can express underlying states of opposite valence; for example, crying can be positively (joy) or negatively (sadness) valenced. A more extensive (but not necessarily exhaustive) list of emotion primitives is shown in Figure 2-6.

The concept of emotion primitives suggests several testable hypotheses. First, it predicts that different emotion states in a given organism (e.g., anger, fear, joy) may share common primitives, even if their nature (flavor) is distinct (Figure 2-5A, B). Second, it predicts that behaviors that serve a similar function in different species may exhibit similar emotion primitives, even if the particulars of the behaviors are different in the different animals (e.g., different defensive behaviors used by birds compared to rodents, like flying away compared to running away, may show persistence and scalability).iv
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Figure 2-5. Emotion primitives as meta-behaviors. (A) A given stimulus, such as a predator, can elicit various defensive behaviors from an animal (freezing, flight, etc.). Without additional criteria, it is difficult to distinguish whether those behaviors express an internal emotion state (e.g., fear) or are simply automatic reflexes. Emotion primitives are features of the expression of those defensive behaviors (meta-behaviors), such as persistence and scalability (see Figure 2-6), that suggest they may express an internal emotion state because such properties are generally not seen in reflexive responses. (B) Similar emotion primitives may accompany a different set of behaviors, e.g., those that reflect aggression. The detection of the meta-behaviors allows one to answer the question of whether the behavior expresses an internal emotion state or (more likely) is just a reflex. The specifics of the behaviors answer the question of what type of emotion state is being expressed. Following this behavioral analysis, the tools of causal neuroscience can be used to identify where and how the internal state is implemented in the brain, and the relationship of this implementation to the performance of the specific behaviors that characterize the type of state.







Scalability. An emotion state can vary in its intensity. A gradual increase in intensity can cause changes in the type of behavior, e.g., from freezing to fleeing during the approach of a predator. The intensity of an emotion state is often equated with arousal, but these are not the same thing.

Valence. According to many psychological theories, valence is an essential component of emotional experience, or “affect.” Valence corresponds to the psychological dimension (axis) of pleasantness/unpleasantness, or to the behavioral dimension of approach/avoidance. However, those two things are not equivalent.

Persistence. An emotion state outlasts its inciting stimulus, unlike a reflex, and so can integrate information over time and exert an enduring influence on cognition and behavior. Emotions can persist for seconds, minutes, or even hours or days. Different emotions have different persistence, and the persistence of the same emotion can vary across individuals.

Generalization. Emotions can generalize over stimuli and behavior, much of which depends on learning. This produces a “fan-in/fan-out” architecture: many different stimuli can evoke the same emotional state, and the state can in turn cause many different responses, depending on context. Persistence and generalization underlie the flexibility of emotion states.

Global coordination. Emotion states orchestrate a panoply of effects involving both the body and the brain. For example, a state of fear induces not only freezing or flight behavior, but also physiological changes (like increased heart rate) and hormonal changes (release of adrenaline). In this respect, unlike reflexes, they engage the whole organism.

Priority over other behavior. Emotions exert a greater priority over the control of behavior than does volitional deliberation. Indeed, emotional expressions are often “automatic,” to the extent that it takes effort to control them, even if one was previously engaged in some other ongoing behavior.

Social communication. Emotion states have been adapted in evolution to be expressed by social communication signals, such as facial expressions or vocalizations, unlike reflexes and homeostatic goal-directed motivation states (e.g., thirst).



Figure 2-6. Emotion primitives as features of behaviors that express emotion states. Some of these primitives are common to different emotion states. Others (e.g., social communication) may be more specific to a particular type of emotion state. The list is not meant to be exhaustive. Adapted from Adolphs R, Anderson DJ. 2018. The Neuroscience of Emotion: A New Synthesis. Princeton University Press.

Third, it suggests that some emotion primitives may have appeared early in animal evolution, as features that increased the flexibility of hardwired reflex responses, before full emotions evolved (in the way that wheels and engines had to be developed before automobiles could be invented). One might think of internal states that incorporate such primitives as primordial emotions or proto-emotions. If so, one might observe evidence of such proto-emotions in evolutionarily ancient creatures, such as jellyfish. Fourth, it suggests that these emotion primitives should be encoded or implemented by the electrical and chemical properties of the brain. If so, it should be possible to use the tools of causal neuroscience to understand this implementation and how it relates to the encoding of specific observable behaviors (freezing, attack, etc.).

Some of these emotion primitives are shared by other types of internal states, such as hunger or thirst. Indeed, it has been recently shown by Stanford neuroscientists Karl Deisseroth and Liqun Luo that thirst, as measured by bar-pressing tests in mice, displays emotion primitives such as valence and scalability. However, homeostatic motivations like thirst do not persist after the objective is achieved: once you drink, your thirst goes away. By contrast, a person can remain angry for hours after having had an argument or a fight with someone. Therefore, the primitive of persistence may be a more prominent feature of emotion states than it is of homeostatic motivational states. Interestingly, persistence, scalability, and valence have recently been shown to be features of emotional “expressions” detected on the faces of mice by German researcher Nadine Gogolla using AI. And, as we saw in Chapter 1, these same primitives are also exhibited by flies trying to escape from a moving overhead shadow.

Two other types of related internal states that bear further explanation are arousal and drive (Figure 2-7). Increased arousal is typically reflected by increases in locomotor activity (moving around), heart rate, and sensitivity to sensory cues (lights, sounds, smells, etc.). Arousal is often viewed as a generic property that affects the entire brain (and that therefore increases multiple behaviors), but there is evidence for behavior-specific forms of arousal such as sexual or aggressive arousal. Arousal has the emotion primitives of scalability and persistence. It has been linked to certain brain chemicals such as dopamine or norepinephrine. “Drive” refers to an internal state that propels an animal to perform instinctive behaviors such as mating. Unlike motivation, it is not tied to reinforcement learning but rather is innate. Drive can vary in its intensity (scalability) but, like motivation, it is usually extinguished when a goal object is attained—that is, it is not persistent. Drive has been conceptualized metaphorically by Konrad Lorenz as a “hydraulic” process (see the water bucket analogy in Chapter 1), but its brain mechanisms are poorly understood. It seems likely that arousal and drive appeared before motivation in evolutionary history, and psychologists are in general agreement that these states apply to other mammalian species besides humans. The concept of emotion primitives is a different way of characterizing internal states that is complementary to these traditional psychological classifications. From that perspective, it matters less what name you give to the state than what properties it has. It is likely that some emotion primitives are more evolutionarily ancient than others (Figure 2-7).

Two additional important emotion primitives are generalization and social communication. Motivational and drive states are typically very goal-specific: hunger drives an animal to find and consume food; thirst compels it to find and drink water. By contrast, emotions are more flexible: once an emotion is aroused by an inciting stimulus, it can affect an animal’s response to another stimulus. For example, you had a bad interaction with your boss at the office, which angered you; upon arriving home you snap at (or even strike) your screaming child rather than try to comfort him/her. That’s generalizability. Social communication is another important property of some (but not all) emotional behaviors: a smile indicates to another person that you are happy to see them; a frown suggests otherwise. A baby’s cries attract its mother to feed it.
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Figure 2-7. Hypothetical evolution of internal states and their relationship to emotion primitives. Internal states (arousal, drive, motivation, and emotion) comprise a group of brain functions that are presumed to have appeared in evolution after reflex behaviors and before conscious, subjective feelings. The states are listed in order of increasing complexity (bottom to top). The order of evolution of these state functions is speculative and not necessarily sequential or interdependent. They exist concurrently in contemporary humans and other animals. These state names have specific definitions in psychology that do not necessarily map directly to neuroscience. Emotions are operationally defined here as a type of internal state that can exist independently of subjective feelings, allowing emotions to be studied in animals where conscious feelings cannot be determined. Dashed lines indicate that humans have subjective experiences of multiple types of internal states. Emotion states may incorporate aspects of motivation, arousal, drive, and even reflexes (short vertical arrows). Emotion primitives are a set of meta-properties of internal states (Figure 2-6) that require specific brain mechanisms having varying degrees of complexity, and that may also have appeared at different times in evolution. For a more detailed discussion, see Adolphs R, Anderson DJ. 2018. The Neuroscience of Emotion: A New Synthesis. Princeton University Press.





It is important to emphasize that these emotion primitives are not an exhaustive list, nor are they a definition of an emotion. Rather, they allow us to deconstruct internal emotion states into component features whose neurobiological implementation by the brain we can then study. Some of these features, like scalability, valence, and persistence, are so basic that we can study them in organisms that are evolutionarily distant from ourselves, like fruit flies. That means that biologists can take advantage of some of the powerful experimental techniques that are available and easy to use in such simple model organisms to investigate their implementation by brains. For this reason, we sometimes refer to emotion primitives as basic evolutionary “building blocks” of emotion states that may have originally evolved to allow certain behaviors to be more flexible than reflexes, but which later became incorporated into the more complex forms of emotional expression that we recognize in ourselves (Figure 2-7).

In Chapter 3, we’ll see whether and how the concept of emotion primitives can be applied to investigate whether innate defensive behaviors such as freezing, exhibited by mice exposed to a natural predator, are purely reflexive or exhibit emotion primitives like those of the flies fleeing a moving overhead shadow (Chapter 1)—and, if the latter, whether we can learn something about where and how those emotion primitives are encoded in their brain.



Footnotes


i I am also not suggesting that they don’t have feelings. Until we have a way to measure consciousness, we will not be able to resolve the issue of whether or not a given species has subjective emotional feelings.


ii According to the principle of parsimony, if there are several possible explanations for a scientific observation, the simplest answer is probably the correct one; see Chapter 1.


iii Conversely, one can use such a test to determine whether a certain behavior or object is reinforcing by asking whether the animal is willing to do work to have the opportunity to perform that behavior or access the object.


iv Meaning that the animal switches from one behavior to another as the intensity of its internal fear state increases—e.g., because an approaching predator is getting closer.
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CHAPTER 3

From Freezing to Fear

Defensive Behaviors and Emotion Primitives

FEAR IS ONE OF HUMANS’ MOST ANCIENT EMOTIONS. It is a central motive state whose purpose is to prevent us from being killed or injured. Since most other animals are at risk of being eaten by predators, it makes sense that their brains, too, would have evolved behavioral control systems that protect them from becoming someone else’s meal. It is easy for even a casual observer to identify such so-called defensive behaviors, from freezing or flight in land mammals to the rapid jump of a fly away from an approaching swatter or the burst of ink from an octopus. But do such defensive behaviors necessarily reflect an internal state of “fear”? Or are they just reflexes, like the ones programmed into the Braitenberg vehicles discussed in Chapter 2? And could we distinguish these possibilities by looking in the brain?

IN ORDER TO THINK about this question, it’s necessary to first understand something fundamental about how brains process information. The sensory part of the brain creates an internal representation of the external world: for example, it converts a visual object, such as a face, into a spatially distributed pattern of neuronal activity. This spatial pattern doesn’t look simply like a projection of the object onto a screen; rather, it is an abstract code written in the “language” of neuronal spikes (brief, tiny bursts of electrical activity generated by individual neurons), much the way a sentence written in English can be converted into Morse code. This code is then “read,” or interpreted, by other parts of the brain to extract meaning from the object—for example, “What is it?,” “Is it bad or good?,” or “What should I do about it?” In the retina, the image of the object represented by the pattern of photoreceptor activity is initially photographic, as on a CMOS chip in a digital camera. But as this information flows from the eyes into the brain, its representation becomes progressively more abstract, like an eighteenth-century portrait of a woman being converted into a late Picasso. It is the job of neuroscientists to learn to “read” those abstractions and to figure out what they represent or encode: the subject’s neural representation of the object, of its emotional response to the object, or of a plan of action that guides the organism’s behavioral response.

Deciding what is being represented or encoded by a particular pattern of neural activity somewhere deep in the brain can be difficult. For example, if I show you an image of a frightened face while you are in a brain scanner and some region of your brain lights up, does that mean that the activity in this brain region represents the emotion of fear evoked by the image? Not necessarily. Instead, the activity could just reflect a neural representation of the image, or of particular features or parts of the image: an oval, a face, widened eyes, raised eyebrows, open mouth, and so on. To choose an even simpler example, suppose the sight of blood makes you queasy. If I looked in your brain while you were seeing blood, how would I know whether any activity I saw represented your feeling of queasiness, or just your brain’s neural representation of blood or one of its features, such as its liquidity or red color? Distinguishing the neural representation of a stimulus’s physical features from the emotion that the stimulus evokes can be very difficult.

One way to disambiguate these two types of brain representations is to find a stimulus that was initially emotionally neutral (i.e., didn’t automatically evoke any particular emotional response), such as a tone, and scan your brain while you were exposed to it. Then, if there was some way to make you afraid the next time you heard the same stimulus, we could scan your brain again and compare the response that was evoked after the stimulus became scary with the earlier response evoked when the stimulus was neutral. Any new areas of brain activity that appeared couldn’t just represent the physical properties of the stimulus itself (e.g., the frequency, amplitude, or duration of the tone) because the stimulus was exactly the same the first and second times. A reasonable conclusion would be that any new regions of brain activity evoked by the tone after it became scary might have something to do with the representation of fear rather than the tone.i


How could you do that? How can you take a stimulus that is initially innocuous and turn it into something that evokes terror? The answer is by using the brain’s capacity to learn and remember. For example, my wife used to love all kinds of dogs when she was a little girl. Then one day, when she was riding her bicycle, she was viciously attacked by a big black dog. From that time onward, whenever my wife saw a big black dog she would tense up and become frightened. That type of learning is called associative learning: a person learns to associate a particular stimulus with an adverse event. However, that response did not generalize to other dogs (fortunately); only big black dogs scare my wife.

Now, it’s difficult to bring a big black dog into the lab and show it to a person lying inside a brain scanner because the person is totally encased in a narrow tube inside a machine making a roaring, grinding sound. It’s also unethical to deliberately make someone terrified of something, just for the purpose of doing an experiment. Finally, it is surprisingly difficult to make a person feel bona fide fear in a laboratory experiment, even by showing them a scary movie: they know it’s just an experiment, and that knowledge overrides their emotional response.

Fortunately, during the late nineteenth century psychologist Ivan Pavlov showed that it was possible to perform such an associative learning experiment with an animal. He famously demonstrated that over time a dog could be induced to salivate in response to the ringing of a bell if the dog was hungry and the ringing of the bell was invariably followed by the presentation of meat. This type of associative learning is therefore often referred to as “Pavlovian conditioning.” Before conditioning, if you ring the bell there is no salivation. After conditioning, ringing the bell produces salivation. Same stimulus both times but very different responses.

It turns out to be very easy to use this approach to evoke behaviors that look like fear in a laboratory rat or mouse. If the rodent is exposed to an innocuous tone that is immediately followed by a mild shock to its foot, then the next day it will freeze in response to the tone (Figure 3-1B). This type of associative learning is commonly referred to as “fear conditioning.” In this example, the initially neutral (not scary) tone is the conditioned stimulus (CS), the foot shock is the unconditioned stimulus (US), and the freezing evoked by the tone is the conditioned response (CR).ii


Decades of research, much of it by New York University psychologist and neuroscientist Joseph LeDoux, as well as by many other investigators, has revealed the intricate brain circuitry that underlies the process of fear conditioning. Much of this circuitry involves the amygdala, an almond-shaped structure in the medial-temporal lobe of each hemisphere of the brain. The amygdala receives input from the CS (the tone) and the US (the foot shock), and it also controls the freezing response. In fear conditioning, nerve impulses that convey information about the tone and the shock, sent by other brain areas, converge in the amygdala. During this convergence, amygdala neurons become more responsive to the tone than they were before conditioning. As a result, after conditioning the tone is able to excite the amygdala more strongly than before. Because of this stronger activation, the tone is able to trigger freezing behavior, whereas before conditioning it was not.
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Figure 3-1. Fear conditioning in a rodent. (A) Before conditioning, if the animal is exposed to a neutral tone (audible cue), it does not display any defensive response. (B) If the tone is subsequently followed by a mild foot shock (US), the animal learns to associate the tone (CS) with the foot shock, and freezes the next time it hears the tone. Reproduced with permission from Kandel ER et al. 2013. Principles of Neural Science, 5th ed. McGraw-Hill.





In addition to freezing behavior, after fear conditioning the tone evokes a number of other measurable physiological features that typically accompany the experience of fear in a human, including increased heart rate, increased blood pressure, and a higher level of stress hormones such as cortisol in the blood. These behavioral and physiological responses, taken together, are what have made many researchers comfortable with attributing a state of fear to an animal subjected to such conditioning. Experimentally destroying the amygdala in a rat makes the animal unable to form the association between the tone and the shock. So the amygdala is clearly important for learning the fear response to the tone. Indeed, the amygdala’s role in fear conditioning has become so widely known, in part because of popular books written by LeDoux, that many people now equate the amygdala with the representation of fear in the brain (a Google search on the pair of terms “amygdala” and “fear” returned 5.7 million hits as of June 2021).1 Clearly, there has been a strong learned association in the public’s mind between the amygdala and fear.

However, as mentioned in Chapter 2, in 2012 LeDoux substantially revised his views, arguing that the amygdala is not responsible for the emotion of fear.2 LeDoux’s argument is based on his definition of “emotion” as equating to conscious, subjective feelings. Because subjective feelings can only be assessed by verbal report, and since humans are the only organisms capable of verbal report, it follows that we cannot know if animals have “emotions” (defined in this restricted way).

A corollary of this argument is that if fear is a specific type of emotion, then that word also describes a subjective experience, and therefore we should not use the word “fear” to describe an animal’s defensive state.3 Rather, we should refer only to threats (stimuli) and defensive behaviors (responses that allow the animal to defend or protect itself from a threat). According to LeDoux’s revised view, we should no longer refer to Pavlovian foot-shock conditioning experiments as “fear conditioning,” but rather consider them as “defensive conditioning.” If we really want to study fear, he argues, then we should try to understand the neural underpinnings of consciousness, which are assumed to lie in the human cerebral cortex. In this revisionist view, activity in the amygdala controls defensive behaviors but has nothing to do with the subjective experience of fear. For a scientist of LeDoux’s stature and public influence, this was an extraordinary reversal, one that left many of his colleagues (including me) baffled, as if someone had suddenly pulled the intellectual rug out from under them.

The view that the amygdala has nothing to do with fear—and, moreover, that an emotion like fear or anger is not encoded or represented in any discrete brain structure at all—has also been promoted by psychologist Lisa Feldman Barrett.4 Based on a survey she performed of the literature on human brain scanning, Feldman Barrett concluded that there was no compelling evidence of specific amygdala activity in humans experiencing fear because results from different laboratories were too inconsistent.iii Instead, she proposed a theory according to which there is no such thing as a basic biological entity like fear or anger that is controlled by a particular brain region. Rather, she has argued that emotions are made up “on the fly,” as it were, constructed by the brain differently in different people, and in the same person differently at different times, according to circumstances. This theory also views emotions as subjective feelings and therefore as unique psychological attributes of humans.


I, along with many of my colleagues, believe that the view that emotions and fear should be conceptualized and studied as purely subjective phenomena is counterproductive at several levels.5 First and foremost, it risks creating the impression in people’s minds (even if unintended) that neuroscientists think animals are emotionless robots.iv Second, it implies that causal neuroscience studies in animals—particularly those that focus on subcortical structures such as the amygdala and hypothalamus—cannot teach us anything about how the brain generates emotions. Yet studies by my Caltech colleague Ralph Adolphs of a patient named SM, who has a bilateral lesion of her amygdalae, show that she does not report a subjective experience of fear in response to stimuli that make control subjects report a fearful experience. In contrast, SM reports that her other emotions are intact.6 In other words, having an amygdala is at the very least necessary for the subjective experience of fear (although activity in the amygdala may not be sufficient to evoke the feeling of fear). Finally, it relegates the study of emotions to a special case of the larger problem of conscious awareness and subjective feelings. That enormously difficult problem has been attacked far more directly in the visual system by people such as the Allen Institute’s Christof Koch and the late Francis Crick. If one wanted to study consciousness, one would be ill-advised to try to understand it in the far more complex context of emotional feelings.


The most consequential implication of LeDoux’s volte-face, however, is that the study of emotions would effectively be off-limits to causal neuroscience—precisely at a time when there is an explosion of powerful new technologies (like optogenetics) to causally dissect brain function. The reason is that, as explained in the Introduction, the new tools of causal neuroscience cannot be applied in humans for research purposes because they are invasive, are technically challenging, and would breach medical ethics; practically speaking, therefore, they can only be used in animals. But if, as LeDoux argues, emotions can only be studied in humans, then it follows that causal neuroscience methods cannot be applied to study emotions.

I see no reason why emotion should not be studied by neuroscientists any differently than any other basic brain function that has been successfully studied in animals, including vision, olfaction, decision-making, learning and memory, motivation, reward, and motor control—as long as one leaves subjective feelings out of the equation. As mentioned in Chapter 2, the neural circuitry of motivational states like hunger and thirst, which we humans experience as subjective feelings, has been successfully studied in mice and flies using causal neuroscience without trying to explain how such feelings arise. Indeed, Darwin intuited that emotions are evolutionarily ancient capabilities that evolved through natural selection, and Darwin’s intuition was not often wrong. From this evolutionary perspective, emotions are not a unique attribute of humans but rather exist as a continuum of internal state mechanisms in different animal species (Figure 2-7) of varying sophistication—just like other brain functions.

THIS BRINGS US BACK to the problem of how to define and measure fear (or an “internal defensive state,” if you prefer) in an animal. Some researchers, like the late Jaak Panksepp, have argued that if something (e.g., a sudden, loud noise, like an explosion) can make an animal afraid of anything else that happened to occur at the same time—a bell, the smell of an orange—then that is enough to conclude that the loud noise created an internal fear state.7 In this view, the essence of a fear state is its ability to transfer “fearfulness” onto a previously neutral object through Pavlovian associative learning.

Although it may seem reasonable at first glance, this view of fear (and of emotion in general) as something defined exclusively by its ability to “tag” a neutral stimulus with an emotional reaction via learning is problematic and unnecessarily restrictive for several reasons. First, it is possible to explain (theoretically) fear conditioning without the subjective experience of fear playing any role in the learning process, as counterintuitive as that may sound. In this alternative view, all that conditioning does is to equate or link one stimulus (the CS) to another (the US) through association. That is, the bell or the smell of an orange becomes tied to the loud noise itself, not to the emotional effect of the loud noise. According to this viewpoint, even if you were not afraid of loud noises (e.g., because you liked to play with fireworks when you were a kid), your brain could still learn that every time you smelled an orange, you were going to hear a boom. But you would not learn to fear the smell of the orange because you weren’t afraid of the boom in the first place. How you felt when you smelled the orange would just depend on how you normally felt when you heard a boom. Thus, in this view, a state of “fear” is not necessary for “fear conditioning.”

A second problem is that if we can study fear only in the context of learning (fear conditioning), then it can be difficult to interpret experiments in which learned fear is disrupted by selectively inhibiting or destroying particular regions of the brain (e.g., the amygdala). If the mouse can’t learn to associate a tone with a foot shock after I remove its amygdala, is that because I generated a fearless mouse, or a dumb mouse that can no longer learn or remember effectively? This distinction is important because it affects the way you think about the amygdala: Is the amygdala the brain’s “engine” of fear, or is it just a learning machine, as some researchers have argued? Indeed, there is evidence that the amygdala is important for learning about good as well as bad things, as shown by Salk Institute neuroscientist Kay Tye, MIT Nobel laureate Susumu Tonegawa, and Columbia Nobelist Richard Axel.8 Arguably, experimental studies of the amygdala in rodents have taught us as much about learning per se as they have about fear, or perhaps even more.

So if we want to avoid learned behaviors to study how the brain encodes fear, then how else can we study it? One approach is to study animals’ innate responses to threatening stimuli that they would normally encounter in nature. For example, mice raised in the laboratory from birth will freeze or run away the very first time they are exposed to an expanding overhead dark spot that mimics a looming aerial predator (like a barn owl dive-bombing them). It is easy to see why such innate responses would have evolved: if an animal had to learn to flee from a predator, it might not ever get a second chance. Innate responses are useful because they allow us to study how the brain controls a particular behavior without having to teach the mouse anything. Indeed, numerous labs, including that of Caltech neuroscientist Markus Meister, have studied how the mouse’s visual system detects overhead looming threats and promotes escape or freezing. But does that response express fear, or is it just an automatic defensive reflex?

One way to answer this question is to search for evidence of emotion primitives that accompany such innate defensive behaviors. The benefit of this approach is that it depends less on what exactly the animal is doing than on how it is doing it. Does the response look similar every time the animal is exposed to the stimulus, or is it flexible? Does the response stop as soon as the stimulus is turned off? Is the animal’s subsequent response to other stimuli (e.g., food, a mate) unaffected by whether it was recently exposed to the stimulus? If so, then its behavior is more likely to be an automatic reflex response. But if the response varies according to the strength or frequency of the stimulus, if the response outlasts the stimulus, and if it can alter how the animal subsequently responds to other stimuli, then it’s more likely to reflect an internal emotion state.

A further benefit of this approach is that it does not depend on the animal exhibiting a specific type of defensive behavior that is also shown by fearful humans. Otherwise, this dependence on anthropocentric homology would restrict us to studying only organisms that show the same types of defensive behaviors as humans. For instance, if we used screaming to identify instances of fear, then we could never study fear in animals that don’t scream. By the same token, if we were studying an organism that rattles its tail or flaps its wings in response to a threat, we could not use that behavior to index fear in that organism by reference to human behavior because humans don’t have a tail to rattle or wings to flap.v Applying the concept of emotion primitives allows us to identify behaviors that express an internal emotion state based on the general features or properties of such behaviors (meta-behaviors, as described in Chapter 2) rather than on their specific nature. It tells us that some kind of an internal state is present. The specific nature of the behavior (freezing, flight, attack, etc.) tells us something about what kind of emotion it is.


IN CHAPTER 1, we used emotion primitives to distinguish expressive from reflexive defensive behaviors in flies. Another approach is to identify specific neurons in the brain that, when stimulated, cause the animal to exhibit innate defensive behaviors, and to see if those behaviors display emotion primitives. An advantage of this approach is that you don’t have to bring different predators into the laboratory and expose your experimental animal to them to find ones that can evoke reliable and robust defensive responses.vi More important is that if you can find such neurons, they may offer a point of entry to studying how the brain controls the emotion primitives themselves. And that could take us one step closer to understanding how the brain implements emotion states.


While the amygdala, as discussed earlier, has been strongly implicated in learned fear responses, there is evidence that it is dispensable when it comes to innate responses to threatening stimuli. Rather, the hypothalamus, an evolutionarily ancient structure that lies even deeper in the brain than the amygdala, has been implicated in innate defensive behaviors. In the popular view, however, the hypothalamus is typically associated with feeding, drinking, and temperature regulation rather than with emotion. For example, while a Google search on the terms “amygdala” and “emotion” returned 9,230,000 hits, a search on “hypothalamus” and “emotion” returned only 1,530,000 hits. Part of the reason for this is that a study in the early 1940s argued that the hypothalamus was not a center of emotion, based on the observation that its electrical stimulation could not support fear conditioning.9 However, negative results from such experiments are uninterpretable because they could reflect technical rather than biological factors. In addition, as discussed earlier, the ability to support learning is not a sine qua non for the existence of an emotion. In the modern era, there is increasing evidence that the hypothalamus plays an important role in basic emotion states, such as fear and anger, as we’ll see shortly.

The hypothalamus is large and anatomically complicated, and we’ll learn more about the details of its structure in later chapters when we discuss aggression. But for the purposes of this discussion, suffice it to say that the hypothalamus is to the brain as a continent is to planet Earth. Just as there are countries with defined borders within each continent, there are structures with defined boundaries in the hypothalamus. One of these structures, which is located near the very floor of the brain, is a pear-shaped region called the ventromedial hypothalamus, or VMH (Figure 3-2, center). The narrow part of the VMH points toward the top of the brain, like a pear sitting on your kitchen counter. Because, in brain coordinates, “dorsal” is up (toward the top of your brain, the cortex) and “ventral” is down, the narrow part of the VMH is considered to be dorsal. Since the pear tilts medially (toward the middle of the brain) rather than laterally (toward the sides of the brain), the narrow upper part of the pear is called the dorsomedial VMH, or VMHdm for short (Figure 3-2, right). The VMHdm is like a province or state within the country of the VMH. It gets input from the nose and ears, which sense predator odors and noises, and sends output to the base of the brain, where behavioral switches are thrown to produce freezing or flight. (Okay, that’s it for the neuroanatomy lesson.)



[image: image]
Figure 3-2. The ventromedial hypothalamus (VMH) controls innate fear of predators in rodents. Left, a rat confronted by a cat. A mouse confronted by a rat (which eats mice) would behave similarly. Center, a cross section of a rodent brain in the coronal plane (sliced through the brain as if you were looking the animal in its face). Coordinates are indicated, with “dorsal” referring to the top of the brain. The left side of the cross-section shows what it would look like if you examined it under a microscope after staining it with a dye. The right side of the brain shows the various brain regions and territories in different shades of gray. The hypothalamus is enclosed by the dashed box. The white pear-shaped outline is the VMH. The blown-up box to the right illustrates the location of the VMHdm (circled). The white dots represent special neurons identified by a marker gene called SF1, located within the VMHdm.





Recently, my laboratory and that of Dayu Lin, a former postdoctoral fellow of mine and now a professor of neuroscience at New York University, identified a subpopulation of neurons in the VMHdm that express a marker gene called SF1 (Figure 3-2, right).vii Remarkably, artificial optogenetic stimulation of these VMHdmSF1 neurons caused mice to stop doing whatever they were doing at the moment of stimulation (including mating, fighting, or eating) and freeze.viii Conversely, inhibition of these neurons prevented the mice from showing normal defensive responses to a predator (in this case, a rat). Strikingly, mice lacking such neurons crawled all over a mesh basket containing the rat (the basket is to prevent the rat from eating the mouse), sticking their nose through the mesh to sniff it, as if they had no fear of the predator.


However, such an experiment by itself is not good enough to determine whether or not these SF1 neurons directly control an internal fear-like state. For example, since mice detect predators principally by their smell, if you plugged up the mouse’s nose it might also behave in the same fearless way toward the rat—but we wouldn’t conclude that it’s because fear is encoded in the mouse’s nose. By the same argument, it could just be that the VMHdmSF1 neurons are required simply to “smell” the rat. No smell of rat, no defensive behavior. A better experiment is to gradually activate the neurons and see whether this evokes defensive behaviors in a manner that exhibits any of the emotion primitives we’ve been discussing.

The short answer is yes, it does. When we activated these neurons artificially, the mice either froze or tried to jump out of the cage. Furthermore, the effect of stimulating the neurons on the behavior was scalable: as we increased the intensity of stimulation, the evoked behavior switched from thigmotaxis (an anxiety behavior, in which the animal hugs the walls of the arena and avoids the open center) to freezing and finally to panic-like attempts to escape, with the animal trying desperately to jump out of the cage. Furthermore, the effect of the stimulation was persistent: even after the stimulation was turned off, the animals continued to freeze or to exhibit thigmotaxis for many seconds. They also took a while to resume mating if the stimulation had interrupted them in flagrante delicto, and then only tentatively reapproached their mate before resuming their amorous behavior.

In addition, the stimulation clearly had a negative valence: if the animals were stimulated while they were in one of two adjacent chambers separated by an opening, they would immediately withdraw into the other chamber. Moreover, when the animals were retested in the two-chamber box 10 minutes later, without any stimulation, they strongly avoided the side in which the VMHdmSF1 neuron stimulation had occurred, indicating a generalization of the effect of the stimulation via short-term memory. Finally, the stimulation caused an increase in stress hormones as well as in pupillary dilation and heart rate, providing evidence of global coordination with the body.10

Thus, optogenetically activating the VMHdmSF1 neurons evoked defensive behaviors in a manner that exhibited several emotion primitives.ix That suggested that this activation was generating a persistent internal state of defensive arousal or threat alert (or fear) rather than just triggering an automatic reflexive response. I see no reason why one should not refer to such an emotion state using the words “fear” or “anxiety,” as long as one makes clear that this refers only to the internal state and is not attributing to the animal any “feeling” or subjective experience of the state. If so, then you could say that activating VMHdmSF1 neurons was a way of creating an innate fear-like state in an animal without the need to demonstrate associative learning—in other words, taking the “conditioning” out of fear conditioning.


THE OBSERVATION THAT THE defensive behaviors elicited by artificially stimulating VMHdmSF1 neurons (freezing, jumping) displayed emotion primitives, like persistence, valence, generalization, and scalability, raised the question of where and how these primitives are encoded in the brain. Are they a property of the same neurons that control the visible behavior, or are they generated by different neurons altogether? As a first step, we asked whether any of these primitives could be observed in the firing of VMHdmSF1 neurons themselves in response to an actual predator (a rat). One primitive that we were particularly interested in is persistence: the ability of an emotion state to outlast the stimulus that triggered it. As discussed in Chapter 2, if something suddenly scares you, your heart continues to race, your palms to sweat, and your anxiety to spike for several minutes (depending on the intensity of the scare) even after that something is long gone.

In our experiment, we found that if we put the mice in an open arena and waved a live rat over their heads for just 15 seconds, the mice would scurry to the walls of the arena and move around the perimeter, persistently avoiding the center for several minutes after we took the rat away. As mentioned earlier, it is generally thought that this behavior (thigmotaxis) reflects anxiety: if you give the mice an antianxiety drug, like Xanax, they no longer show the behavior. Remarkably, brief optogenetic stimulation of the VMHdmSF1 neurons in a mouse in the same arena also caused persistent thigmotaxis behavior—just as if the mouse had been briefly exposed to a live rat.

The question now was, do the VMHdmSF1 neurons themselves encode this persistent internal state? Or are they just a sensor that in turn passes this information to another brain region, which in turn prolongs the behavioral response? To answer this question, we recorded the activity of the VMHdmSF1 neurons in mice before and after they were exposed to the rat. Gratifyingly, we saw the activity of these neurons shoot up as soon as we waved the rat over a mouse’s head for 15 seconds. But more remarkably, the activity of these neurons persisted even after the rat was removed, slowly waning as the mice ran around the arena perimeter. Instead of the equivalent of just a brief shout, the neurons produced the equivalent of an enduring scream that only trailed off slowly minutes after the threat was gone.

This finding indicated that the VMHdmSF1 neurons didn’t function simply as a “rat detector,” which was either on or off. Rather, it suggested that these neurons encode both the presence of the rat and some kind of persistent trace that lingered even after the predator was removed. One could think of this as a brief “memory” of the rat or as a persistent internal state triggered by the rat (or as both). While there is good evidence that the hypothalamus encodes internal physiological states, such as hunger and thirst, there is little evidence that it plays a role in memory, which is mainly controlled by the hippocampus and the cortex.

Of course, this observation was just a correlation between persistent anxiety behavior and persistent activity in VMHdmSF1 neurons, and correlation doesn’t prove causation. To test whether the persistent VMHdmSF1 activity played a causal role in controlling the animals’ persistent anxiety behavior, we did one more experiment. In this test, we exposed the mice to the rat for 15 seconds, waited until the mice had started to run around the perimeter of the arena, removed the rat, and then quickly turned off the VMHdmSF1 neurons using optogenetics.x Amazingly, as soon as we turned the neurons off, the mice stopped hugging the walls of the arena and started to move back into the center, as if they had suddenly lost their fear. This experiment showed that the persistent activity of the VMHdmSF1 neurons was necessary for the persistent anxiety behavior exhibited by the mice.11


Together these experiments yielded some important findings. First, they revealed that a specific population of neurons deep in the hypothalamus was activated by a predator; second, that this neural activity was necessary for the defensive behaviors evoked by the predator; and third, that specifically activating just these neurons could cause the animals to exhibit such behaviors, mimicking the effect of the predator. Fourth, they revealed that these neurons were themselves persistently activated by a brief exposure to the rat. Fifth, and most important, they showed that this persistent activity was necessary for the persistent defensive behavior evoked by the rat.

Thus, these results not only identified neurons that control innate defensive behaviors triggered by a threatening predator but also showed that these same neurons contribute to an enduring internal state evoked by that threat. This indicated that these hypothalamic neurons do more than control a simple defensive reflex behavior. This conclusion is reinforced by recent work from European Molecular Biology Laboratory neuroscientist Cornelius Gross, which showed that as the distance between predator (rat) and prey (mouse) decreases, the activity of VMHdmSF1 neurons gets progressively higher. This suggests that these neurons are encoding not just the presence of a threat but the imminence of the threat as well: the closer the threat, the higher the intensity of the fear state. This is a direct demonstration of scalability in the neurons’ response. In effect, the activity of these neurons gives us a window into the brain systems that control an internal state of defensive arousal: they are as close to a Fear-O-Meter as we have come so far.

Our finding that the electrical activity of VMHdmSF1 neurons can persist for minutes after a predator threat has vanished also reveals something important about the control of time in the brain. Traditionally, we attribute our enduring response to a transient threat—our pounding heart, our dry mouth, our sweaty palms—to a chemical mechanism: the release of adrenaline (the “fight-or-flight” hormone) into our bloodstream from our adrenal glands. Presumably, the reason that our pounding heart persists after the initial fright is that it takes some time for all that adrenaline to be reabsorbed by the body. Other chemical signals released into our bloodstream, like the stress hormone cortisol, are elevated and take some time to clear as well. While these chemical mechanisms are undeniably important, our experiments show that persistent electrical activity of certain neurons in the brain can contribute to enduring fear states as well. Although such activity remains elevated for only a few minutes, that is a long time for a neuron, which is activated in bursts lasting only milliseconds. Perhaps this persistent electrical activity is a trigger for the release of hormones that sustain our fear and stress for a longer period of time.

Naturally, these findings raise many new questions. How exactly do these VMHdmSF1 neurons continue to fire for minutes after the predator has been removed? How does the activity of VMHdmSF1 neurons gradually increase with proximity to the predator? How is the level of activity of these neurons translated into freezing versus escape? What other neurons do they connect to, and what is their role? Also, I don’t want to leave you with the impression that a single population of neurons in the hypothalamus controls innate fear. It is clear from more recent studies that other interconnected hypothalamic structures are also activated by predators and can produce freezing or escape behavior when optogenetically stimulated. Thus, it is more accurate to think of the VMHdmSF1 neurons as one node in a distributed network that controls innate defensive behaviors and their internal emotion states. Furthermore, this network is clearly distinct from the amygdala networks that control Pavlovian conditioned fear, described earlier in this chapter. This suggests, as others have pointed out, that “fear” is not a unitary state controlled by a single network, but that the brain can encode different kinds of fear using different circuits. Studies of patient SM, who lost her amygdalae and with it her self-described subjective experience of certain kinds of fear, still reports feeling panic in response to a stimulus that induces panic in normal subjects (like breathing into a paper bag), supporting this idea of multiple fear pathways in humans.

Despite these findings in mice, the role of the hypothalamus in human fear remains vastly understudied in comparison to that of the amygdala. One of the reasons for this is that the human hypothalamus is a very small structure located at the base of the brain, which makes it hard to image in a brain scanner. A second reason is that the hypothalamus has been studied most intensively in the context of feeding, which it also controls. Another reason is that the sheer volume of research implicating the amygdala in fear has caused researchers to focus on this structure to the exclusion of many other brain regions; like the drunk searching under the lamppost for the keys he lost in the dark part of the alley, neuroscientists tend to look where the light is. Fortunately, that situation has begun to change, with recent work from University of California, Los Angeles neuroscientist Avi Adhikari describing hypothalamic activation in humans exposed to aversive images.12

STEPPING BACK, WE CAN see that these experiments provide an important link between externally observable defensive behaviors and internal emotion states. They suggest that we can infer the existence of an internal defensive state in an animal by carefully examining its behavior, not simply to identify the specific type of response the animal exhibits (freezing, jumping, or flight) but also to see how those behaviors are expressed: whether they display persistence, variable intensity, valence, and generalizability. Furthermore—and this is actually quite unexpected—they show us that the specific neurons that control these behaviors exhibit some of these same emotion primitives (e.g., persistence and scalability) in their pattern of electrical activity. That tells us that the externally observable behavior and the internal state may be manifestations of a common underlying brain process, whose details we can now investigate in an animal model using the methods of causal neuroscience.

“Okay,” I can imagine some of you thinking, “but isn’t that an awful lot of effort to go to, just to show that mice have something like fear? Isn’t it pretty obvious just from looking at their behavior that the poor little animals are scared out of their wits? Isn’t freezing the same thing as fear?” You may be comfortable with drawing that conclusion from looking at a mouse, a rat, a dog, or a cat. But fruit flies, too, freeze in response to aerial threats.13 I’d wager that many of you would feel less comfortable attributing fear to a fly simply because it is freezing. Indeed, as we’ve discussed in Chapter 2, this behavior could just represent a kind of automatic reflex response, without any internal emotion state guiding it at all. However, as described in Chapter 1, flies exposed to a moving overhead threat in the Swat-O-Matic also exhibited emotion primitives in their escape behavior, including persistence, valence, and scalability—just like the mice we studied.

If one accepts that mice can exhibit a fear-like defensive internal state in response to a predator, based on applying the criteria of emotion primitives (which is not a stretch since it fits with our intuition about fear in furry creatures anyway), it becomes harder to dismiss as a simple robotic reflex the behavior of fruit flies that exhibit similar emotion primitives in their defensive responses to a threat. Indeed, using emotion primitives, we find support for the idea that flies responding to an aerial threat under certain conditions can also be in an internal defensive state. Does that mean that “fear” in flies is the same as fear in mammals? Of course not, but it does imply that in both species, the animals’ behavior is controlled by an internal state and is not just reflexive. If you want to think of that as a precursor to an emotion state, a “proto-emotion,” if you will, that is fine. The point is that this approach allows one to distinguish reflex behaviors from internal state–dependent behaviors in a general way in different species, based on objective observations rather than on intuition.

This is important for two reasons. First, it opens the way to applying powerful large-scale genetic screening and neuroscience approaches to investigate how the tiny brains of flies encode emotion primitives. Such approaches cannot be applied in mice due to cost, scale, and time. Moreover, the connectome of the fly brain (recall from Chapter 1 that a connectome is an electron-microscopic map of the synaptic connections of every single neuron in the brain) provides an essential road map for figuring out its circuitry at a detailed level, and such a map will not be available in mice for many years because their brains are much more complex. Second, comparative studies should reveal whether there are any similarities in the mechanisms that mouse and fly brains use to generate emotion primitives. In this way, applying the concept of emotion primitives can provide a bridge to link studies of internal behavioral states in different animal species separated by 500 million years of evolution. In turn, this can yield insight into how emotions evolved on this planet.

In the next chapters, we’ll see whether this approach can be extended from defensive behavior and fear-like states to the more difficult case of aggression, a social behavior that can express multiple different emotions. Once again, we’ll be comparing how this behavior is controlled by the brain in both flies and mice. Together with the information presented in Chapters 1–3, it will allow us to compare two different behavioral states in the same species (e.g., fear versus aggression in mice), as well as the same behavior across different species (aggression in mice versus in flies).





Footnotes


i Of course, it would be important to do a control where you were exposed to the same neutral stimulus twice in a row, just to make sure that the pattern of brain activity didn’t change simply because you were exposed to it for a second time.


ii The freezing that is evoked by the shock, in the absence of the tone, is called the unconditioned response (UR).


iii More recent results in this field have been more consistent, as brain-scanning techniques and data analytic methods have improved. See Adolphs R. 2013. The biology of fear. Current Biology 23:R79–93.


iv That is of course not true, but the subtle difference between atheism and agnosticism in regard to animal emotion may be lost on many people.


v And even if we accepted that tail-rattling and wing-flapping were types of defensive behaviors in animals, we couldn’t distinguish whether they expressed internal states or were just reflexes.


vi Indeed, some strains of laboratory mice appear to have lost their innate fear of natural predators, such as barn owls, perhaps due to generations of inbreeding in the lab.


vii A gene that is turned on in some types of neurons but not in others.

viii This technique allows optical stimulation or inhibition of specific, genetically defined groups of neurons using light delivered via optical fibers implanted into the brain; see Chapters 4 and 6 for more detail.


ix The only primitive that we did not test for was social communication, but then, not every form of emotional expression necessarily has a social communication function, for example, freezing.


x Optogenetics can be used to turn specific neurons off as well as on, depending on which optogenetic tool is employed.
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CHAPTER 4

The Fruit Fly Fight Club

LIKE GLADIATORS WARILY CIRCLING EACH OTHER on the sand of Rome’s Colosseum, two male Drosophila stood face-to-face on a food patch in a miniature enclosed arena, flicking their wings. Suddenly a flash of pulsing red light illuminated them, sending photons through their translucent cuticles into their brains. Deep in the jungle-like tangle of nerve fibers and axons, a handful of neurons were roused from their inactivity and began to fire. Pulses of electricity swept along their axons, jumping from synapse to synapse and triggering other neurons to fire, causing branching pathways of impulses to spread through the brain like flashes of lightning over a darkened plain in a thunderstorm.

Aroused from their torpor, the flies began to approach each other. Closing in, they reached out with their bristle-covered forelegs and touched their opponent like blind people feeling their way through an obstacle course. Suddenly one of the flies rose up on his hind legs and brutally slammed himself down on the other, the impact sending the recipient reeling. In an instant the attack was over. Yet, seemingly unsatisfied, the aggressor fly charged his victim again, lunging at him repeatedly. Again and again the fly struck, shoving the opponent toward the edge of the food patch on which they stood.

The red light continued to flicker. After a few attacks, the seemingly vanquished opponent regained his footing and turned to face his adversary. On the next charge, he, too, rose up on his hind legs to deflect the aggressor’s thrust, grabbing at his forelegs. The attacker warded him off, the two flies fencing and tussling like sparring partners. Now the opponents grappled with each other, legs locked, the pair twisting this way and that until they fell, entangled, onto the arena floor, writhing furiously. Disentangling, they separated and attacked each other over and over again, seemingly unable to resist the urge to visit violence on their opponent.

The red light suddenly went off, and like a thunderstorm dissipating into a drizzle, the attacks began to diminish in frequency—a desultory thrust here and there, parried by a raised hind leg or a flick of the wing. Deep in the brain, the torrents of electricity cascading through the forest of fibers began to slowly subside. Chemicals pumped into synaptic gaps diffused and dissipated. Gradually the antagonists began to separate and wander away from each other, as if bewildered by what had just transpired. With time, they began to groom themselves, rubbing their forelegs against their faces and their multifaceted ruby eyes. Soon they resumed feeding, seemingly uninjured, ignoring each other as they greedily dipped their tiny proboscises into the apple juice agar on which they stood.

Then the red light came on again, and in moments the battle resumed.

Why should red light make fruit flies fight? The answer is that it doesn’t; in fact, flies can’t see red light very well at all. We took advantage of that shortcoming to embed a neural switch into the brain of a fly that could be flicked on and off with the flash of a red light and that, once activated, would induce the flies to fight. How did we find that switch and embed it into such a tiny brain? And was this furious fighting an expression of anger or rage, or was it merely a programmed action sequence, like in the Rock ’Em Sock ’Em Robots they used to advertise on TV when I was a boy?

To pull this trick off, we had to genetically program the flies’ aggression neurons to make them activatable by red light. That means we had to first know which neurons to program in order to trigger aggression; then we had to have a way to genetically program them; and finally, we had to have a way to activate those neurons with red light. That may sound like science fiction, but these days in the world of fruit fly neuroscience, it’s actually pretty routine. Using the same approach, neuroscientists have programmed flies to make them feed, groom themselves, jump, or “sing” a courtship song by vibrating a wing, when certain neurons are switched on using light. We’ve even found neurons that trigger erection (yes, male flies have a penis of sorts, called an adeagus) and ejaculation when we turn them on. (And yes, I get paid to do this for a living.)

Getting to the point where one can actually perform an experiment like this takes years of research and hard work. But before I reveal the method behind the magic, so to speak, I want to address a larger question: Why bother? Are we actually trying to learn something from these experiments, or are they just very sophisticated stupid pet tricks, performed by bored scientists with nothing better to do? Shouldn’t people like me be trying to cure cancer or Parkinson’s disease rather than training a traveling fly circus? That’s a serious, legitimate question, and it requires a serious answer—especially since some of your taxpayer dollars are funding this kind of research via the National Institutes of Health.

People like me become neuroscientists because, first and foremost, we are fascinated by the question of how the brain works. Understanding the brain is the last frontier of science: its complexity dwarfs anything in cosmology, particle physics, quantum chemistry, or cell biology that humans have ever tried to understand. In that respect, cracking the brain’s neural codes is as compelling a fundamental scientific quest as cracking DNA’s genetic code. And just as cracking the genetic code has led to new understanding and new technologies that have bettered human health—like the messenger-RNA-based vaccines for COVID-19 that were developed and deployed in less than a year—understanding how the brain works could help us develop new drugs for diseases that neuroscientists have so far failed miserably to treat, like Alzheimer’s, Parkinson’s, schizophrenia, autism, and depression.

“That’s fine,” you may be thinking, “but what could that possibly have to do with fighting fruit flies?” In the short term, probably not much. But immediate applications to medicine are not the objective here; the point is to try to achieve some basic understanding of the most complicated machine invented by evolution. That lofty goal notwithstanding, it’s worth pointing out that many Nobel Prize–winning discoveries—like the CRISPR/Cas9 gene editing technology or the green fluorescent protein that can be used to light up any molecule in a cell—came from asking basic scientific questions about simple organisms, questions like “How does a bacterium immunize itself against a virus?” or “What makes jellyfish glow in the dark?”

Which brings us back to the basic question of what makes a fly want to fight. As we asked in Chapter 3 in regard to fear, do flies fight because they are just genetically programmed to attack when their antennae sense a particular pheromone (which is how we usually think about aggression in army ants)? Or do they have an internal state akin to rage (as picnickers may attribute to an increasingly “angry” wasp buzzing around their burgers despite repeated efforts to swat it away)? Or is it a combination of both?

BEFORE WE DELVE INTO these questions, let’s consider briefly why fruit flies (more accurately vinegar flies) even fight at all. Aren’t they just peaceful little creatures buzzing over their grapes or bananas? Mostly, yes, but sometimes they come into conflict with each other, and then the knives come out. Flies, like humans, only fight if they have something—a resource—to fight over. That resource can be food, territory, virgin females (in the case of male flies), or optimal egg-laying sites (in the case of female flies). Fighting occurs when a fly detects such a resource, together with a member of the same species (a conspecific) who is competing for access to the same resource. When those two conditions occur at the same time, presumably some set of neurons is activated in the brain—you can think of them as conflict detectors—and this activity opens a neural “gate” that allows aggression to occur.i Where this gate is located in the brain and how it works are unknown, but these are things we’d really love to find out.


One other point that’s important to know is that aggression in flies is not a fight to the death. Fruit flies don’t bite each other—indeed, unlike ants, they do not even have jaws. Rather, fruit fly fighting is more like sumo wrestling—a shoving and lunging match where the ultimate objective is to force your opponent off balance and get him or her away from whatever resource you are trying to protect or consume. Although losing flies do not seem to get injured, they do develop something of a “loser’s mentality” that increases the chances they will lose a subsequent fight. So once a fly has won a fight, it can establish dominance over access to a resource, at least until another competitor fly comes along.

This all sounds very practical and functional as far as the flies are concerned but not very “emotional.” Nevertheless, when you watch a high-magnification, slow-motion video of a male fly rearing up on his hind legs, with his forelegs extended and wings held out behind him, and see him pause briefly at the apex of his trajectory and then snap down fiercely on his opponent and shake him violently, it is difficult to escape the impression that the aggressor fly is motivated by malevolent intent. Of course, that’s just anthropomorphizing the fly. Nevertheless, if the victim fights back, the intensity of the scuffle often escalates, with the flies standing up and seeming to fence or box with each other using their forelegs, and occasionally grappling together in a writhing mass of legs and wings as they roll around on the floor of their arena like two drunken cowboys wrestling each other in the mud. Clearly, there is some sort of agitation or arousal that accompanies this violent behavior—if not a fly version of “anger” or “rage,” at least an internal motive state of aggressiveness.

We’d like to find out whether there is indeed an internal state that motivates fighting flies, understand how the brain generates that state, and determine whether this internal state is specific for aggression or is rather a kind of generalized arousal that fuels many different types of behaviors. At the moment, the best approach to answering that question is to start by trying to find neurons in the fly brain that control aggression. Once we do that, we can figure out whether they are specific for aggression or control other behaviors as well (and if so, which ones). An aspirational goal is eventually to map out the complete circuit in which these neurons function: the sensory cells in the antenna that allow a male fly to detect the scent of another male or a virgin female, the inner brain circuits that interpret this information and convert it into a decision of whether to fight or mate, and the neurons that execute that decision and relay it finally to an ensemble of motor neurons in the ventral nerve cord (the fly equivalent of the spinal cord) that orchestrates the action program of attack.

How to approach this challenging problem, particularly in a minuscule brain in an animal that itself is smaller than a grain of rice? We know in a general way that neural circuits are composed of individual cells—neurons—that have “wires” (axons) that are linked together by synapses, in a complex network. It is a lot easier to get started by trying to discover one of those neurons than by trying to identify the entire network. The hope is that once you find one aggression-promoting neuron, you’ll have your foot in the door, so to speak. You can then try to figure out which other neurons are connected to these cells, walking your way up and down the circuit as if traversing a daisy chain. At each stage, you can ask whether the additional neurons you have identified are dedicated to aggression or whether they control other behaviors as well. You can also begin to ask whether those neurons just control aggressive motor behavior or whether they control some kind of internal state of aggressiveness. Even if they only control attack behavior, these neurons may lead you to other neurons that control aggressiveness if you follow their synaptic connections back up the daisy chain.

HOW TO FIND THESE aggression neurons? Given that the fly brain has about 100,000 neurons, the idea that you could search for a handful of cells that control aggression sounds like the ultimate needle-in-a-haystack problem. In neuroscience, there are traditionally two different approaches that people have taken to try to find the needle (or at least the part of the haystack where the needle is located). One approach uses brain scanning or electrical recording to identify neurons whose activity is correlated with a particular behavior; in other words, their electrical activity starts and stops when the animal starts and stops a particular behavior. However, it is very hard to do this in a fighting fruit fly because it is very tiny and moves very quickly. In any case, this approach just tells you that the neuron’s activity is correlated with the behavior; it doesn’t tell you whether the neural activity caused the behavior or the behavior caused the neural activity.

To get around that problem, neuroscientists use an alternative approach to search for neurons that control a particular behavior: they selectively stimulate different neurons and see whether any of them causes the behavior of interest to occur, or they selectively inhibit different neurons and see whether any of them can prevent the behavior from occurring. In this approach, causality is directly built into the method used to find the cells. This approach was used most famously in the 1920s by Walter Hess, a Swiss physiologist who found a region in the cat brain that could trigger hissing and teeth baring when it was activated—a discovery that won him a Nobel Prize (more about that in Chapter 6). Unfortunately, the type of metal stimulating electrodes that Hess used were larger than an entire fly brain. So if we wanted to take such an approach in flies, we needed a way to stimulate specific neurons in different regions of the fly brain without physically inserting anything into it.

Some of you may be wondering, What do you mean by “specific neurons”? (If you’re not, skip to the next paragraph.) The approximately 100,000 neurons in a fly’s brain are divided into roughly 5,000 “types,” or subclasses, each consisting of somewhere between 1 and 20 cells.ii Each neuron type has a characteristic morphology—its pattern of nerve-fiber branching—which is the same from one fly to the next (Figure 4-1). Moreover, these neuron types are connected to one another by specific synapses, which are also the same from one fly to the next. The different neuron types can also be identified by their pattern of gene expression. There are about 20,000 different genes in the fly genome (there is a similar number of genes in the human genome), and a given cell type probably expresses (turns on) 10,000–15,000 of them. However, a different 10,000 genes are expressed in each neuron type—that’s what makes them different from each other. Which genes are selected for expression is determined by a sort of molecular “zip code” of genetic instructions. If you can find the right zip code, then you can visualize and manipulate exactly the same type of neuron in any given fly, over and over again. With few exceptions, most individual neurons in a mouse or a human brain are not stereotyped in this way, which is part of what makes these mammalian brains harder to study than fly brains.


Thanks to work done by fly geneticist Gerald Rubin at the Howard Hughes Medical Institute, it’s now possible to genetically “tag” almost any type of neuron in the fly brain using short pieces of DNA whose sequence contains the molecular zip code for those neurons.iii Those pieces of DNA come from different genes that are specifically turned on in different types of neurons. Therefore, different pieces of DNA with different zip codes label different subsets of neurons. Those DNA zip codes allow you to program those neurons genetically, in a way that makes it possible to see them using a microscope (using a jellyfish green fluorescent protein to make the cells glow in the dark) or to turn them on or off with the flick of a light switch (using optogenetics). In principle, if you had enough different zip codes, you could test any given group of neurons in the fly brain to see whether that type of cell caused aggression (or any behavior, for that matter).1
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Figure 4-1. Different kinds of neurons in the fly brain labeled by genetic markers. Upper left, schematic of a male Drosophila melanogaster. The brain is shaded inside the head. Right, rows are three different types of fruit fly neurons. They are distinct in their pattern of nerve-fiber branching (types 1, 2, and 3). Columns show that virtually identical neurons can be seen reproducibly in different individual flies, sometimes referred to as “identified” neurons. Arrows (fly 2) indicate the cell bodies (tiny dots). “OL” indicates optic lobes, the part of the brain devoted to vision, which lies under the eyes. Figure credit: Dr. Vivian Chiu.





Which brings us back to the question of how we were able to coax two otherwise peaceful flies into battling each other just by turning on a red light. How exactly do you genetically program a neuron so that it can be activated using red light? And how do you know which DNA zip code to use to label those neurons, in the first place?

The answer to the first question is to use a technique called optogenetics, which, as mentioned in previous chapters, is a way to artificially activate neurons using light. Since this method has truly revolutionized neuroscience and will likely win a Nobel Prize for the people who invented it, I’ll briefly digress to explain how it works (for further details see Chapter 6). Basically, the method takes a gene encoding a light-sensitive protein called an opsin from a microorganism (a bacterium or a single-celled alga) and plugs it into a neuron (or 10, or 1,000) in the brain of another organism (a fly, worm, mouse, etc.). The prototypical opsin is channelrhodopsin-2 (ChR2), a protein that sits in the thin lipid membrane that encapsulates a neuron like a soap bubble. It has the special property that allows it to absorb photons of blue light and convert their energy into an electric charge across the membrane. (It does that by opening a channel, or pore, in the membrane that allows charged ions such as sodium and potassium to flow in and out; hence its name.)iv So when you shine blue light on the ChR2-expressing neuron, the cell becomes electrically charged and starts to fire.v This in turn activates other neurons in the pathway to which that neuron is connected. If that pathway controls a behavior, the animal will perform that behavior. Thus, by turning the light source on and off, one can essentially switch a behavior on and off with the flick of a finger.


This is really cool and amazing—but now you’re probably wondering how we knew which neuron to put the opsin gene into in the first place. If just a few neurons out of 100,000 control aggression, how can you possibly find them? That is where flies allow you to search for the neural needle in the brain haystack in a way that is very powerful.

The clever trick here is that you don’t first find the needle (the neurons of interest) and then genetically program them to express (turn on) your favorite opsin gene so that you can activate them with colored light. Rather, you systematically put the opsin into each of the different kinds of neurons in the fly’s brain in turn, and then see which neurons control aggression simply by testing whether those flies fight when you turn on the light. Mind you, you don’t do this all in one fly; rather, you use a different DNA zip code in each individual fly to put the opsin into only the 50–100 specific neurons tagged by that particular zip code. Furthermore, you don’t just test one fly containing each type of zip code; rather, you generate families, or “lines,” of flies, each of whose members has the same DNA zip code and therefore the same subset of neurons expressing the opsin. That allows you to test multiple individual flies with the same zip code, to make sure that any positive result is reproducible. Since there are about 3,000 different DNA zip codes available, if you made one line of flies for each DNA zip code, you’d have 3,000 different fly lines to test. Collectively, that “library” of genetically modified fly lines could allow you to test, in principle, all the different kinds of neurons in the fly brain. That’s your haystack.

To find your needle, you need a rapid way to test about a dozen of each of the 3,000 zip-coded lines of flies to see if they fight when you shine red light on them.vi If they do fight, that line is a “hit”: it tells you that among the 50–100 neurons tagged in that fly, at least one cell is causing aggression when activated. That would be cause for celebration—maybe not over a bottle of champagne but at least a can of beer.


In genetic parlance, this process of searching for a needle in a haystack is called a “screen” (like sifting sand through a box with a screen in the bottom, in the hope that you’ll uncover a diamond). The beauty of it is that you can search blindly through the entire fly brain for the neurons you’re looking for as long as you can test enough flies. By “blindly,” I mean that you don’t have to guess, or know in advance, which particular neurons are labeled by each DNA zip code. You just let the optogenetically triggered behavior guide you to the flies that fight. Then you can crack open the Easter egg you found and see what’s inside—which neurons happened to be tagged, where they are located, and which other neurons they’re connected to.

There is no way you could ever do a screen like this in mice or rats. It would require thousands of animals, a huge amount of space to house them, and dozens of animal caretakers to feed them and clean their cages, and it would be prohibitively expensive (not to mention disgustingly smelly). More to the point, we don’t even have the DNA zip codes for all the mouse neurons yet, like we do for flies. That’s years or decades away.

Even in flies, where you can maintain the 3,000 different lines in a room the size of a large broom closet and feed them using a robot, it is a lot of work. But the real bottleneck is watching each of the different flies after you turn on the red light, to see if they fight. Doing this manually requires sitting in front of thousands of video recordings taken at 30 frames per second and looking at each frame to see if you can catch a lunge (the action of raising up and slamming down on its opponent that a fly performs when it attacks). Even with a dozen graduate students, that would have taken years. To avoid that bottleneck, we teamed up with my colleague Pietro Perona, a Caltech professor who does AI research, to develop a way to use computer vision and machine learning to automatically detect fighting in flies. You feed the videos of hundreds of flies into the computer, go home, and (if all goes well) the next morning the program spits out which flies (if any) were aggressive. That makes it a lot easier to sift through the haystack to find your needle.

Taking this kind of approach can shed light on a high-level, important question: Is aggression controlled by a multipurpose circuit that also controls many other behaviors (like the computer in your phone that can run many different kinds of apps), or are there special circuits in the fly brain dedicated to controlling aggression? Put another way, is aggression part of the brain’s hardware, or is it just software? If the answer was the latter, then neurons that participate in aggression in some manner should be relatively common, and therefore many of the 3,000 different fly lines we screened should have triggered fighting when activated. However, we did not find that. Instead, my former postdoctoral fellow Eric Hoopfer found that just 20 of the 3,000 fly lines he tested (0.6 percent) showed aggression when their neurons were activated. That meant that aggression was likely to be controlled by a compact, dedicated circuit that was genetically etched into the brain’s hardware. It was our job to find and map that circuit.

THE NEXT STEP WAS to select one of our most promising “hits”—a fly line that became very aggressive every time we activated its neurons—and find out exactly which cell(s) were responsible for making the flies fight. Since there were about 50 different neurons tagged in each line, we needed to sift through them further to find the culprit cells. To make a long story short, we eventually boiled it down to a tiny cluster of just three neurons on either side of the brain (i.e., six cells in total). Activating only those six neurons caused virtually every fly we tested to fight. As far as we could tell, activating these six neurons had no effect on any other behavior we tested: feeding, grooming, walking, flying, escaping a flyswatter, or mating. Moreover, these neurons were present in male but not female flies (more about sex differences in aggression later).

The outcome allowed us to use this little cluster of neurons as an entry point into the brain circuitry controlling aggression, which is exactly what we were hoping to find when we began our screen of 3,000 fly lines. But before going any further, we had to ask another very important question: Do these neurons have anything to do with naturally occurring aggression? After all, we had identified their role in aggression by artificially activating them. We worried that perhaps that artificial activation was just doing something unnatural to the fly brain, creating a sort of neurological thunderstorm that made the flies agitated, so they fought.

To rule out that possibility, we had to raise flies under conditions that made them naturally aggressive and then test whether blocking the function of these neurons stopped such flies from fighting. That required that we find such aggression-promoting conditions and then figure out how to block the function of just these six neurons.

To make the flies naturally aggressive, we raised them in social isolation. What do I mean by that? Normally in the lab flies hatch in a little vial of crawling maggots that turn into pupae, from which the flies emerge like a butterfly from a cocoon (except a hundred times smaller and a lot uglier). That means that from the moment of hatching, they are exposed to other flies, both males and females. It turns out that flies raised in such groups are very placid and hardly ever fight. (In fact, we deliberately used such group-housed flies in our screen for aggression-promoting neurons, so that there would be very little spontaneous aggression.) But if you pluck out an individual pupa with some tweezers and transfer it into a fresh vial so that when the fly ecloses (bursts out of its cocoon) it is all alone, such socially isolated flies become extremely aggressive when tested against another fly (whether isolated or not).

In order to block the function of the six neurons in such aggressive flies, we genetically programmed them (using their DNA zip code) so that they expressed a different kind of ion channel, one that makes electric charge (in the form of potassium ions) “leak” out of the cell.vii This makes it harder for other neurons in the brain to excite that particular cell. So if the cell lies in the middle of a circuit that normally promotes aggression when electricity flows through it, then, when the electricity gets to that cell, the flow will stop—just like when a bad leak in a garden hose prevents water from coming out the nozzle.


So we reprogrammed our flies to put the inhibitory ion channel into these six neurons, mated them, and raised their offspring in social isolation. We then took the socially isolated flies and put them together in an arena with a drop of food. Normally, as soon as the isolated flies come into contact with one another, they will start fighting: chasing each other and lunging repeatedly until one of them wins. But, remarkably, the flies with the potassium channel programmed into the six neurons didn’t fight: they just stood around, slurping their apple juice agar. By silencing these six neurons, we had created “pacifist” flies.

This important experiment told us that these neurons are necessary for naturally occurring aggression. If you shut them down, electric current stops flowing through the circuit at their location. Conversely, if we artificially activated the same neurons, using optogenetics and red light, it initiated the flow of electricity through the circuit from that node in the daisy chain—and that is enough to make a docile, group-housed fly just as aggressive as if it were an isolated one. In that sense, activating the neurons is sufficient to promote aggression in an otherwise non-aggressive fly. These complementary criteria, of functional necessity and sufficiency, are the twin pillars of causality on which the study of any biological function rests. It doesn’t tell you exactly what the neuron does or how it works, but it tells you that the neuron is very important for the process you want to understand—and therefore worthy of further investigation.

Further investigation of the neurons we identified led us in an unexpected direction that yielded surprising results with possible implications for mental health. Work by my former postdoc Kenta Asahina (now at the Salk Institute) revealed that one of the neurons we discovered produced and released a special type of chemical signal, called a neuropeptide (a small, hormone-like protein). There are many dozens of different neuropeptides; this particular one was called Drosophila tachykinin (DTK for short). Each neuropeptide is directly encoded by a single gene (unlike conventional neurotransmitters, which are cobbled together by many enzymes requiring multiple genes), making them easier to study genetically. When we mutated the DTK gene, it strongly reduced aggression. Conversely, forcing the DTK neurons to make extra DTK peptide increased aggression when we activated those neurons. These experiments thus allowed us to link directly the action of a gene that controls aggression to the activity of a neuron in a circuit that controls aggression—a linkage critical to understanding how genes affect behavior.2

Like most fly neuropeptides, DTK is found in mammals as well. That is, mice and humans have several relatives of DTK, collectively called the tachykinins. One of these tachykinins (tachykinin-1) is also called substance P. Work in other laboratories had shown that substance P is involved in aggression in rats and cats, and that mice with a mutation in the substance P receptor showed diminished aggression. Our discovery that a tachykinin peptide controls aggression in Drosophila therefore identified, for the first time, a gene that plays a role in aggression in flies and rodents, species separated by 500 million years of evolution.

But wait, there’s more. As I mentioned earlier, prolonged social isolation is known to increase aggressiveness in many animal species, including flies, mice, and humans. We found that in isolated flies, the level of DTK in the brain was higher than in group-housed flies, and that a mutation that knocked out the DTK gene blunted the effect of social isolation to enhance aggressiveness. This prompted us to investigate tachykinin genes in mice, where we found a pronounced increase in tachykinin-2 (Tac-2) expression in the brains of socially isolated mice (more about this in Chapter 9). Furthermore, we found that a drug that blocked the action of Tac-2 in the mouse brain completely eliminated the increase in aggressiveness caused by social isolation. Thus, in both flies and mice, tachykinin peptides mediate the effect of social isolation to increase aggressiveness. These findings raise the possibility that drugs that block tachykinins in humans could be used to reduce social isolation stress—a major consequence of the COVID-19 pandemic.

THIS STORY ILLUSTRATES HOW following up on just one hit from a genetic screen can open up a whole new area of research. Fortunately, we got not just 1 hit from our screen but almost 20. Among those different hits were fly lines that showed different forms of aggressive behavior when their neurons were optogenetically activated. Some of them promoted only one kind of aggressive behavior, such as wing-threat, in which the fly raises its wings (presumably to make itself look bigger) and charges toward its opponent. Others triggered the complete repertoire of aggressive behaviors, including not only wing-threat but also lunging, tussling, and boxing. Some promoted aggression only in male flies, whereas others promoted aggression in both males and females.viii Perhaps most interestingly, some of these hits promoted not only aggression but also courtship—in which the male extends one of his wings and vibrates it to produce a “song” that announces his presence to females. Oddly, when we activated pairs of male flies in this line, they would alternately attack and sing to each other. This discovery suggested a close relationship between the circuits that control sexual and aggressive behavior—something that perhaps, in retrospect, was not so surprising (like many people, I had the intuition that sex and violence must be somehow wired together in the brain). What was surprising was to find just a handful of neurons that seemed to control both behaviors.


It was as if this cornucopia of different hits from our genetic screen had yielded us different pieces of a complex jigsaw puzzle. That is what a genetic approach does that no other approach in biology can do: it gives you the components of a network—whether it’s genes or (as in this case) neurons—that you can then start to piece together and work out the connections so that you can eventually see how the whole system functions. In this case, it provided a starting point to understand the architecture of aggression circuitry. With enough hard work and help from the newly available connectome (a detailed electron-microscopic map of all the connections between all of the identified neurons in the fly brain), we think we can eventually get there. The bigger question, however, was whether understanding the circuit that controls attack behavior in flies would get us any closer to understanding the circuit controlling an aggressive state. More to the point: Do flies have any kind of internal state that motivates them to fight, or are they just reflexive robots? In Chapter 5, we’ll find out.



Footnotes


i Neuroscientists use the metaphor of a “gate” in the sense that when it is “closed,” electrical and chemical activity in the brain is prevented from flowing along a particular pathway. In reality, that “gate” is probably implemented by a special class of inhibitory neurons, which prevent other neurons from being activated until they themselves are inhibited.


ii These numbers are just estimates; their actual value is still being worked out.


iii In reality, each piece of DNA usually contains zip codes for several different cell types, so it tags approximately 50–100 different neurons. More refined genetic tools are required to tease apart further these several cell types.


iv Proteins that form such ion-conducting pores, or channels through the membrane, are generically referred to as “ion channels.”

v There are now different versions of channelrhodopsin, which are activated by different colors of light. The original channelrhodopsin was activated by blue light. In flies we typically use a red-light-activated version called Chrimson because flies can’t see it and because red light passes more easily through the fly’s cuticle (an outer protective layer) into its brain.


vi In actuality, in our original screen we didn’t use light (optogenetics); rather, we used mild heat (thermogenetics) to activate a warmth-sensitive ion channel in flies because red-light-activated opsins weren’t available at the time. But the principle of the screen is the same, and if we had to do it all over again, we’d use optogenetics, exactly as described here.


vii Once you have a DNA “zip code” for a particular type of neuron, you can genetically program it to express any kind of gene that you want: a gene that turns it on, a gene that turns it off, a gene that kills it, or a gene that makes it glow red or green so you can see it in the brain.


viii We didn’t expect to get hits that only promoted aggression in females because we only tested males in our original screen of 3,000 different lines. We tested each line in 12 pairs of flies, so that means we had to run 36,000 tests. If we had also screened females, we would have had to run 72,000 tests. However, subsequent work in our and other labs has identified neurons that promote aggression only in females, not in males.
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CHAPTER 5

Fighting Fruit Flies

Rage or Robotics?

THE MOST FAMOUS WAR IN HISTORY STARTED, according to Homer, over a woman—Helen of Troy. Tens of thousands of Greek warriors sailed to Ilium to lay bloody siege to the citadel there for a decade, just because some Trojan prince with a bow and arrow ran off with the king’s wife. Nothing seems to make a man’s blood boil like another guy trying to steal his girl. How many duels have been fought to win the affections of a lady? How many elk have locked horns, how many bighorn sheep have butted heads, how many polar bears have stained their white fur crimson, all over priority access to females? Throughout the animal kingdom, competition for females seems to be a universal motivating force driving male aggression.

What about fruit flies? Do male flies do battle over a female batting her “flylashes” at them? Does seeing an enticing mate stolen by a competing suitor send a libidinous male fly into a paroxysm of fury and frustration that unleashes the warrior within? Or are fighting fruit flies more like rank-and-file bronze-greaved Achaeans, marching in lockstep with spears at the ready merely because Agamemnon ordered them to? And what about flies fighting over access to a tasty morsel of rotten banana? Are flies fighting over food motivated by the same mechanisms that drive male flies to fight over females? In other words, is there a universal internal motive state of aggression in flies, no matter its purpose? Are there different internal states for different types of aggression? Or are there no internal states at all, just sensory input and behavioral output?

One way to approach these questions is to start by asking how “picky,” or selective, male fruit flies are in what they choose to attack. Will they only ever attack other male fruit flies?i Or would they attack another kind of insect, such as an ant? Come to think of it, under the right circumstances would they attack something that isn’t even an animal at all? If flies can be driven to attack a random inanimate object that doesn’t have any of the normal fly pheromones that naturally stimulate aggression, and if their aggressive behavior exhibits any of the emotion primitives we have been discussing, then it would suggest that they might be driven by some kind of internal state of aggressiveness.


To answer this question, we put two previously isolated male flies into a circular arena with a central food patch and a fly-sized magnetized sphere at the edge. Underneath the arena sat a mobile magnet that could be moved around the perimeter at any desired speed. Initially we kept the magnet switched off and waited for the two flies to start fighting with each other. When male flies naturally fight, they often do it in bouts, like boxers in a prizefight: they lunge and grapple, then separate for a bit (or one of them falls over or runs away). After a pause, the more aggressive fly orients toward his opponent and charges to initiate another bout. During one of these brief lulls in the fighting, we switched on the magnet and started moving it around the arena. As the magnet passed the recently separated pair of combatants, one of them oriented toward it and charged at the metallic object.

Although it was a subtle effect, it was a telling observation. If you put a single male fly in an arena with a moving magnet, the fly typically ignores it. Occasionally he may chase it, but even if he does he will only “sing” to it (extending one wing toward the magnet and vibrating it in a courtship song), as if the magnet were a female. But we had never before seen a solitary male fly attack an inanimate object. The fact that we observed such an attack when the fly was in the middle of a fight with another fly suggested that—at least in these circumstances—attack didn’t require all the specific visual and chemical cues that identify a male opponent fly as such. Rather, it suggested that the attacking fly remained persistently aggressive (even if briefly) beyond the termination of a fight bout with another fly, and that this persistent aggressiveness could be redirected (generalized) toward an inanimate object. These anecdotal observations were, therefore, suggestive of some kind of internal state underlying aggressiveness.

We weren’t the first people to try such an experiment. In the 1940s and 1950s Niko Tinbergen, the Dutch ethologist and Nobel laureate, famously showed that stickleback fish would attack dummy fish of various shapes and sizes. Starting with a fairly accurate replica of a stickleback, Tinbergen systematically stripped down the dummy to find the minimal features that could elicit attack from a real fish (Figure 5-1). Eventually he found that a fish would attack even a squat, relatively formless blob as long as it had an eyespot and—most important—a red underbelly. Tinbergen called these features “sign stimuli”: elemental properties of a species that were critical for eliciting (or, as he called it, “releasing”) aggressive behavior. Sign stimuli are also important in predatory aggression. As anyone who likes to fly fish knows, each species of fish prefers particular sign stimuli on the insects it likes to eat—wings, body shape, tails, color, and so on. The most effective lures incorporate those sign stimuli.

That said, as everyone who likes to fly fish also knows, even the best-tied pattern on the planet won’t catch a trout if the fish aren’t hungry. Finning slowly under a rock, they’ll watch the mendacious meal drift overhead with about as much interest as someone watching paint dry. But if there is a sizable emergence of green drakes or stoneflies, with the insects fluttering in the air just over the water’s surface like snowflakes in a blizzard, then watch out! As the fish voraciously rise to gulp their prey in a feeding frenzy, they are as likely to eat the artificial fly on the end of your line (if it mimics the natural insect) as they are to swallow the real thing. That’s when you start reeling them in.
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Figure 5-1. Tinbergen’s fish dummies. Top, normal stickleback fish. Bottom, dummies that could elicit attack from a male stickleback. The red (shaded) belly and eyespot are crucial. Reproduced with permission from Tinbergen N. 1951. The Study of Instinct. Oxford University Press.





Tinbergen found that the same thing applies to inter-male aggression in fish. It’s not that they have to be hungry, but they have to be in the right “mood.” If Tinbergen tested male fish that he caught during the breeding season, when the water was teeming with egg-filled females, they would reliably attack the red-bellied dummies. But if he used males caught during the off-season, he could only get them to attack if he used a bona fide male fish as a target—and even then it was infrequent. That suggested to Tinbergen that the fish had to be in a state of aggressive or reproductive arousal (when they were competing for access to fecund females) in order to be sensitive to the attack-promoting sign stimuli on the dummies.ii


If inter-male fighting in fish involves an internal state of aggressive arousal, then maybe the same is true for fruit flies as well. The fact that a fly could attack a nearby moving magnet if it trolled by as he was in the middle of a fight with another fly certainly was suggestive of such an internal state of aggressive arousal. In that hypothesis, the attacking fly would be like a participant in a Western movie bar fight, who is whipped into such a frenzy of fisticuffs by the surrounding melee that he deliberately assaults anyone and everyone in front of him, whether they provoked him or not. Alternatively, and more prosaically, it could just have been the case that the attacking fly simply got momentarily distracted or fooled by the moving magnet into thinking that it was his opponent, and attacked it by accident. Was there any way to distinguish these alternatives?

One way was to artificially activate different groups of aggression-promoting neurons that we had identified (see Chapter 4) and determine whether they promoted repeated, intentional attack of a moving magnet in the absence of another fly—like getting a trout to strike a naked hook on the end of a fishing line. If such an effect was observed, it might suggest that stimulating these neurons promoted a causal internal state of aggressive arousal (Figure 5-2C, “IS”). However, that experiment might not necessarily work: perhaps activating the neurons would only prompt an otherwise non-aggressive male to attack another male fly but not anything else. In that case, it could be that these neurons didn’t control an internal state—or that there was no internal state at all and it was just an automatic response to a stimulus (Figure 5-2A) mimicked by activating the neurons.
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Figure 5-2. Possible circuit relationships between neurons controlling attack behavior and internal aggressive state. Oversimplified diagrams are shown to emphasize the main differences between models. (A) Neurons that detect different sensory stimuli (S1, S2), such as pheromones and visual cues, converge onto an intermediate neuron (“interneuron”) that sums these cues (∑). When it is activated, this interneuron activates a motor neuron (M), which in turn promotes attack. In this model there is no internal state, just a stimulus-response reflex. (B) The sensory neurons converge on an interneuron, which causes another neuron to promote an internal state (IS) that drives the motor neurons (M). Models (A) and (B) can be distinguished by determining whether the behavior exhibits emotion primitives like persistence and scalability. (C) The IS neurons are activated by an unknown internal signal (shown by ?), and allow another interneuron (∑) to respond to sensory cues and activate the motor neuron. In (B) and (C) the IS neurons play a causal role in attack. (D) The internal state neurons are activated collaterally by the aggression-promoting motor neurons but play no causal role in attack. The state is an aftereffect of aggression, not a cause of it.





To our initial disappointment, when we artificially activated the neurons in one of the hits from our screen in the presence of a moving, fly-sized magnet, the flies just ignored it. However, to our delight, when we activated a different set of aggression-promoting neurons (in a different hit from the screen), the flies repeatedly charged and lunged at the moving magnet. If we stopped the magnet from moving, however, the fly appeared uninterested in it. Thus, getting a fly to attack an inanimate object was not a rare happenstance that occurred only when the fly was engaged in combat with another fly. Rather, it was something that we could drive a fly to do repeatedly, just by artificially activating the right neurons in its brain and putting a moving object in front of it.

This was a mini-breakthrough because it appeared to kill two birds with one stone: it suggested that fruit flies indeed had some kind of internal motive state of aggressiveness, and it also identified neurons that could promote that aggressive state. This seemed to be a special property of these particular neurons: activating other neurons, although it could promote attack toward another male fly, failed to promote attack toward the magnet. Together, these observations suggested that the different groups of neurons we had identified in our screen (Chapter 4) might control aggressive behavior in different ways. One group appeared to promote aggression in a fly if and only if the rest of its brain had already figured out that there was another male fly in front of it, as if triggering the final step in the pathway (in Figure 5-2, the M representing the motor neuron). Other neurons seemed to have a more powerful effect: they could bypass the requirement for a real fly and promote aggression toward a dummy “fly” as long as it was moving. In other words, activating those latter neurons could make flies generalize their aggressive behavior toward any target. This suggested that those neurons might be acting at a higher level in the brain to promote an aggressive internal state (in Figure 5-2B, the IS representing the internal state).

AS I MENTIONED AT the outset of this chapter, a universal type of aggression is that promoted in males by exposure to sexually receptive females. How is such aggressiveness evoked by females in the male brain? As is often the case, our insight into this question came by accident. As mentioned earlier, a different population of cells that we had identified in our screen promoted elevated levels of male-male courtship (singing behavior) as well as of aggression. This was particularly surprising, since mating and aggression are usually mutually exclusive social behaviors. Indeed, when we activated the neurons, the male flies seemed to alternate between bouts of singing to each other and attacking each other. What was going on in their little brains to make them behave in this strange way?

An important clue emerged when we examined the structure of these neurons in the brain. Surprisingly, the neurons looked just like a class of male-specific cells called P1 neurons, which had previously been shown by Australian neuroscientist Barry Dickson to function as master control neurons for courtship. Activating these neurons artificially in a solitary male fly could cause it to extend one of its wings and sing, as if there were a female nearby. And later studies by Rockefeller University neuroscientist Vanessa Ruta and University of California, Berkeley geneticist Kristin Scott demonstrated that these neurons (which are found only in male flies) were strongly activated by female pheromones. If so, why would activating these P1 “courtship” neurons cause males to become more aggressive?

As we probed the function of these neurons using optogenetics, we noticed something unexpected. When we activated the P1 cells in a solitary fly, it popped out one of its wings and began to vibrate it in courtship song, like an operatic tenor rehearsing in his dressing room before a performance. Surprisingly, however, even after we turned off the red light, the flies we tested continued to sing for several minutes. Evidently, triggering these neurons did not simply turn singing on and off like a switch (unlike some other neurons that we activated). Rather, it seemed to activate this behavior persistently, in a way that caused continued singing even after the optogenetic activation was terminated. This suggested that the P1 neurons might be promoting a persistent internal state that could causally drive male courtship behavior. We called this state a π state to emphasize its persistent nature.

How could the finding that P1 neurons promote a π state of mating drive explain the increased aggressive behavior that we originally observed when we identified these neurons in the first place? In contrast to the persistent singing that we observed when we activated these neurons in solitary males, when we repeated the activation experiment in a pair of male flies, we observed something altogether different. Although the flies stopped moving and vibrated their wings while the red light was turned on (as if a female were present), as soon as we turned the light off, instead of continuing to sing (as we saw in solitary flies) the males turned on each other and began to attack. Moreover, this fighting continued for many minutes even after the light was shut off. Evidently, even a relatively brief activation of these neurons (for 30 seconds) was able to trigger persistent aggression in these male flies.

Was this persistent fighting really due to activating a persistent internal aggressive state in the flies? Or was it instead due to social feedback, an endless cycle of violence perpetuated by a continuous tit-for-tat exchange of attacks between the combatants? To rule this out, my postdoc Eric Hoopfer performed a clever and decisive experiment. He took two genetically modified (GM) flies with optogenetically activatable P1 neurons, group-housed them to make them non-aggressive, and put them into a small fighting arena with a sliding door separating them.iii He then activated the neurons briefly (causing the flies to extend their wings and sing), turned off the light, and waited. After two to three minutes, the persistent singing had died down, and the flies simply stood around, doing nothing but grooming themselves occasionally. After 10 minutes had passed, the door between them was slid open, like the gate lifted to allow gladiators into an arena. The flies advanced toward each other, investigated each other with their forelegs (where their pheromone receptors are located)—and began to fight. In contrast, group-housed control (non-GM) flies ignored each other, continuing to placidly suck on the apple juice agar under their feet.


This result strongly suggested that activating the P1 neurons caused a persistent internal state that led to increased aggressiveness. Perhaps this was because it made the flies think that there was a female around, and that caused them to fight as soon as they encountered a competitor male (more on that shortly). Whatever the explanation, these results argued strongly that fighting (and mating) in flies was not just a reflexive, stimulus-evoked behavior; rather, it could be promoted by some sort of persistent internal state. Metaphorically speaking, it was as if stimulating the P1 neurons had inflated a sort of neural balloon inside the fly’s brain, and the pressure had driven the animal to pick a fight.

Was this internal predisposition to fight analogous to “anger”? That is difficult to say. As discussed in Chapter 2, emotion primitives can be used to detect the presence of an internal state, but they don’t tell you what kind of state it is. That depends on the particulars of the animal’s behavior. And unlike freezing behavior, which usually reflects an underlying state of fear, aggressiveness can reflect different kinds of underlying motivations, such as the response to a threat or the drive to achieve dominance. What was the nature of the persistent internal state triggered by P1 neurons?

Recall that P1 neurons are activated by female pheromones, and that when they are artificially activated in solitary males, they make the animals sing their courtship song, as though a virgin female was present. The observation that this singing persists for several minutes, even after the stimulation of P1 neurons is turned off, indicates that these flies are acting essentially as if the fictive female were still around (normally male flies stop singing as soon as courtship proceeds to copulation). Now, recall that male flies fight only if they have a resource to fight over, like food, territory, or a female. Perhaps the reason that activating P1 neurons in male flies makes them persistently aggressive is that it endows them with a persistent memory of an encounter with a female or puts them in a state of persistent reproductive arousal. If they encounter another male while in that state, the conditions for conflict are satisfied (presence of a resource and of a competing male) and fighting ensues.

To directly test this hypothesis, my graduate student Yonil Jung performed a very sophisticated experiment in which he used a powerful microscope to optically image electrical activity in individual P1 neurons at the same time that he was optogenetically stimulating them.iv When the red light was turned on, the P1 neurons were strongly activated, as expected. But as soon as the red light was turned off, they shut down. This was paradoxical: If P1 neurons are not persistently active, how can stimulating them induce persistent aggressiveness? 


The answer turned out to be that the P1 neurons in turn activated another type of neuron (called pCd neurons). Once these were turned on, they remained persistently active for minutes, even after the P1 neurons were no longer active.1 Furthermore, if he genetically silenced the pCd neurons in intact flies (using the potassium channel trick I mentioned in Chapter 4), then transiently activating P1 neurons in the same flies no longer promoted either persistent courtship singing or persistent aggression. In contrast, the flies’ behavior during the 30 seconds when P1 neurons were being directly stimulated with red light was unaffected by silencing the pCd cells. That meant that the latter cells were required only for the persistent effects of P1 stimulation but not the acute effects. That in turn strongly suggested that the pCd neurons were causally important for the persistent internal state promoted by P1 activation.

This experimental result was very exciting—it suggested that we had identified a neuronal component of a persistent internal state that was presumably promoted by contact with a female. But we needed to demonstrate this directly: if the pCd neurons indeed encoded a persistent state of aggressive arousal caused by contact with a female, then briefly shutting off these neurons should terminate this state and eliminate further aggression. In the balloon analogy, if the persistent aggressiveness requires persistent inflation of the pCd cell “balloon,” then suddenly puncturing that balloon (shutting off that cell) should terminate the persistent behavior.

And that is exactly what Yonil found. He made GM flies in which he could instantaneously turn off pCd neurons optogenetically (using green light). He gave these male flies individually five minutes of private time with a virgin female, and then transferred them to an arena. These female-exposed male flies immediately began to fight, and they did so more vigorously than control male flies that hadn’t had prior female contact. This result confirmed our intuition that contact with females would make male flies more aggressive (something that had not previously been directly demonstrated), and further indicated that this effect could persist for at least five minutes. However, if we turned the green light on temporarily in the middle of the fight to silence the pCd cells, the flies permanently stopped fighting, as if we had suddenly punctured the balloon. This experiment provided direct evidence that pCd neurons are required to maintain the π state, the persistent internal state of aggressiveness or social arousal.2 It also proved that this enduring state can be elicited by prior contact with females.

As mentioned earlier, the phenomenon of males fighting over access to females is practically universal among sexually reproducing animal species. For shorthand, I call it the “Helen of Troy effect.” Although in fruit flies the Homeric equivalent of this effect would be “the scent that launched a hundred lunges” rather than “the face that launched a thousand ships,” the basic biology is the same: the presence of females causes males to enter a state of heightened aggressive arousal. In mammals, this is likely to involve an increase in testosterone (as will be discussed in later chapters). Fruit flies don’t have testosterone or its equivalent. However, our experiment showed that their brains are persistently activated by contact with a female; we identified the neurons that maintain this persistent activity and demonstrated that these neurons are necessary to maintain a state of persistent aggressiveness triggered by contact with a female.3

The Helen of Troy effect poses what I call the paradox of sex and violence: If the presence of females makes males more aggressive, then why don’t the males attack the females? Even male flies artificially made aggressive enough to attack an inanimate object won’t attack females. It almost seems as if females are surrounded by some kind of force field to protect them from angry males. Several experiments suggest that in flies, this protection is chemical in nature. Female flies are coated with a layer of wax-like pheromones, which male flies detect using special sensory cells located on their feet.v If males can’t touch the females because their forelegs have been removed, they can’t detect these pheromones and therefore they can’t identify the flies as female, and they will attack the females.4 In addition, elegant work from Harvard neuroscientist Edward Kravitz (who reinvigorated the study of fly aggression in the early 1990s) has shown that if you genetically “masculinize” the pheromones of a female so that she tastes like a male, she loses her immunity to male attack. Finally, a tiny drop of pure female pheromone placed in the middle of an arena will increase fighting among males, but if you coat the floor of the entire arena with female pheromone, there is no fighting at all. Evidently, female pheromones are a double-edged sword: a whiff of them can drive a male into a fighting frenzy, but the dense coating of them on a female’s body forms an effective chemical armor against male attack. In this way, female flies can eat their cake and have it too.


ALL THIS TIME WE have been talking about aggression in male flies. What about aggression in females? Does anger feel the same to a man as it does to a woman? I know that when I get angry, it usually takes me several hours to calm down. In contrast, my wife’s anger erupts, then passes almost as quickly as it arrived. Is that because she’s female and I’m male? Or is it just because we are different people and our brains process anger differently? It’s impossible to know whether the subjective experience of anger feels the same between any two individuals, whatever their gender. We can use language to try to describe our feelings to each other, but ultimately these are just crude approximations of our private subjective experiences.

In the end, the only thing we can look at objectively is aggressive behavior. Overall, human males and females don’t seem that different in the way they express anger: both sexes yell and scream, throw things, pound on tables, shove and hit each other. Nevertheless, many people still recognize old stereotypes: that females engage in “catfights,” clawing and scratching at each other’s faces while males square off in a boxer’s stance and throw punches at each other’s jaw. But these are tropes, not data—they could just as easily reflect differences between individuals in their style of fighting rather than innate differences between the sexes.

In fruit flies, however, females consistently fight differently than males. As described initially by Harvard’s Edward Kravitz, whereas males typically attack by lunging (rearing up on their hind legs and snapping down onto their opponent), females primarily attack by head-butting (T-boning their opponent with the front of their head). These sex differences in the motor expression of aggression—the “style” of fighting, if you will—are genetically programmed. A master gene called “fruitless” determines the sex of the nervous system in Drosophila: there is a male form of the gene and a female form of the gene. Beautiful experiments by Barry Dickson showed that if you genetically swap these two forms of the fruitless gene, you swap fighting styles: females with a masculinized nervous system fight like normal males (lunging) while males with a feminized nervous system fight like normal females (head-butting).

If sex differences in the fighting style of fruit flies are genetically determined, you might expect those differences to be reflected in the structure or wiring of their brains. Indeed, there are male-specific types of neurons in the male brain and female-specific neuron types in the female brain, which can be distinguished by their shape (morphology) and the genes they express.vi Strikingly, most of the neurons that we identified in our screen for aggression-promoting cells (Chapter 4) turned out to be male-specific. It didn’t have to be that way: although we carried out the screen using male flies, there was nothing inherent in the design of the screen that should have prevented us from finding neurons that control aggression in both males and females—if such cells indeed existed. This raised two possibilities: either the neurons that control aggression in male and female flies are completely different, or there are neurons that control aggression in both males and females, but they are exceedingly rare and difficult to find.


Fortunately, there was one hit among the 3,000 flies tested in our screen that promoted aggression in both males and females; moreover, the aggressive behavior showed the sex-typical fighting form. This line was particularly interesting because we thought it might lead us to discover a common source of aggressiveness shared by both sexes. Indeed, when my graduate student Vivian Chiu finally identified the relevant neuron types from this line, she found a single cell (in each hemisphere, so two cells per brain) present in both males and females, which she called the CAP (common aggression-promoting) neuron (Figure 5-3A).vii Interestingly, activation of only those two neurons caused males and females to aggressively approach another fly of the same sex and to attack it. Silencing these neurons, conversely, prevented attack in both sexes.


This result was important because it identified, for the first time in any animal species, a common aggression-promoting cell type in both males and females.



[image: image]
Figure 5-3. Sex-specific and sexually shared neurons control male and female aggression in Drosophila. (A) The CAP (common aggression-promoting) neuron (dark shading) promotes aggressive approach in both females and males, preferentially toward same-sex conspecifics. This behavior appears to reflect an internal aggressive drive. (B) In the male brain, CAP neurons (lightly shaded) activate a male-specific cell (darker shading) called MAP (male aggression-promoting), which triggers lunging, a male-specific aggressive behavior. (C) In the female brain, CAP neurons activate an equivalent female-specific cell type (darker shading) called FAP (female aggression-promoting), which triggers head-butting, a female-specific aggressive behavior. Modified from Chiu H et al. 2021. A circuit logic for sexually shared and dimorphic aggressive behaviors in Drosophila. Cell 184: 507–520. Original artwork by Vivian Chiu.





Activation of the CAP neuron caused flies to approach another fly with intent to attack, suggesting that the cell may promote an internal state of aggressiveness in both sexes. Of course, much more work will have to be done to figure out exactly how this state is generated and whether it displays any emotion primitives, such as persistence or scalability. Nevertheless, the discovery of the CAP cell opens up the possibility that there are common aggression-promoting neurons in male and female brains of mammalian species (including ourselves), an issue we will return to in later chapters.

However, this discovery also presented a paradox: If the same neurons promote aggressiveness in males and females, then why do the two sexes fight so differently? Vivian discovered that the CAP cell connects with two different but related neurons in the brains of males and females, called MAP and FAP, respectively (Figure 5-3B, C). Direct stimulation of these CAP “target” neurons promotes a sex-typical pattern of attack: MAP stimulation in males promotes lunging while FAP stimulation in females promotes head-butting. Independent work from the laboratories of Gerald Rubin and Princeton neuroscientist Mala Murthy identified several female-specific neurons, including FAP-like cells, that form a circuit for female-specific aggression. Interestingly, this circuit seems to encode a persistent aggressive state in females. Thus, in flies, the motivational phase of aggression common to males and females (approach with intent to attack) is controlled by a neuron that is present in both sexes. This neuron in turn connects with male- or female-specific neurons that control the different motor expressions of aggression—that is, the type of attack behavior—in the two sexes. In flies, apparently, “anger” and aggression may be separated by just a few synapses.

THE LAST THING I want to touch on in this chapter is the topic of winners and losers. If you wander through a park in Shanghai or Beijing early in the morning, in addition to the practitioners of tai chi gracefully brandishing their shining swords, you can often see small groups of people squatting together on the ground, shouting and gesticulating with excitement. These people are watching crickets fight. They have brought their pugilistic pets to the park in little wooden cages, jealously guarding them until all bets have been placed. At the signal, the cage doors are opened and the fight commences.

Aggression in Chinese fighting crickets is far more exciting to watch than fighting in fruit flies. The insects first fence with their long antennae; then, as the fight escalates in intensity, they extend and interlock their prodigious mandibles, whipsawing each other around in a flurry of violent energy until one combatant topples to the ground on its back. The winner extends his wings and vibrates a victory song while the loser retreats into his corner and the winner’s human owner happily collects the winnings. A prizefighting cricket that repeatedly wins can fetch many tens of dollars at the open-air pet markets, as I discovered when I tried to buy one.

Once a cricket loses several fights, however, it will not fight again, as if it has developed a “loser mentality.” Experienced Chinese cricket fighters know, however, that they can restore aggressiveness to a losing cricket by shaking it in its cage and allowing it to fly around, sort of like Cher slapping Nicolas Cage on the face and famously shouting “Snap out of it!” in the film Moonstruck. This suggests that the experience of losing a fight has put the cricket into some kind of internal “defeatist” state, which can be reversed by vigorous physical activity. Indeed, such “social defeat” states have been observed in many animals, including mice, and they have been used to model aspects of depression. In the case of crickets, work from Leipzig University neurobehaviorist Paul Stevenson has shown that this state can be reversed by injections of octopamine, the insect equivalent of noradrenaline. Indeed, a requirement for octopamine in fruit fly aggression has been demonstrated genetically by University of Würzburg neuroscientist Martin Heisenberg (incidentally, a son of Werner Heisenberg, the discoverer of the uncertainty principle in quantum physics), as well as by Harvard neuroscientist Edward Kravitz (who famously discovered the inhibitory neurotransmitter GABA).viii


These results suggest that the “loser mentality” involves a persistent chemical change in the cricket’s brain. Fruit flies also show a similar “loser effect,” as originally documented by Kravitz. Furthermore, work from Ulrike Heberlein’s lab at the Howard Hughes Medical Institute has demonstrated that once acquired, the loser state in flies is long-lasting (persistent), generalizes to other behaviors (such as gap-crossing, a measure of risk-taking), and has a negative valence (if a losing fly is exposed to a particular odor, it will tend to avoid that odor in later tests). Conversely, flies that win multiple fights exhibit a persistent “winner effect,” which also generalizes to gap-crossing and shows a positive valence in odor-conditioning experiments.

Thus, the experience of winning or losing multiple fights appears to trigger different internal states that display the key emotion primitives of persistence, valence, and generalization. Whether these states involve changes in the levels of octopamine, as is the case in crickets, is not yet clear. In my laboratory, studies have shown that a receptor for octopamine essential for aggression is expressed on specific neurons that are part of the aggression circuitry and that receive input from the P1 neurons. In lobsters, which like fruit flies and crickets are arthropods, classic experiments by Kravitz showed that injection of serotonin or octopamine can promote aggressive or submissive postures.5 Together, these studies begin to identify intriguing links between the brain’s chemistry and its circuitry, a subject we shall return to later in the book.

IN CHAPTER 3, I described how we identified persistent electrical activity in a specific set of neurons in the mouse brain, which underlies a persistent fear response to a predator threat. In this chapter I have told you about experiments that identify persistent electrical activity in a specific set of neurons in the fly brain, which underlies a persistent state of reproductive and aggressive arousal.6 The discovery of persistent neural activity that controls two different types of innate behaviors (defense and aggression), in two organisms separated by 500 million years of evolution, suggests that it may be a fundamental type of brain mechanism for generating enduring emotional responses. It also provides an example of how the concept of emotion primitives can be used to study brain mechanisms that contribute to internal states in different organisms, even those widely separated in evolution.

Does finding these internal states in fruit flies mean that these little insects get mad when they fight? Maybe not in the sense that we humans conceptualize the subjective experience of anger. But the next time you encounter an aggressive wasp that chases you and repeatedly tries to sting you, you might consider that it is not simply an automatic flying attack machine, a miniature fighter jet flying on autopilot, but a living organism with an inner life that is being motivated by internal brain states that can wax and wane in their intensity, and that keep the wasp in fighting mode until it has successfully defended its territory.

The studies of circuits of neurons that control fruit fly aggression have so far revealed just the tip of a huge neural iceberg. However, the results already suggest that this behavior is controlled at several different levels, like a management hierarchy in a corporation. At or near the top of the proverbial heap is a circuit node (possibly the CAP cell) that appears to promote the general motivation to fight, in both males and females. In males, another cell (the P1 neuron) provides information about a resource that the flies are fighting over—in this case a female. This latter information can persist for many minutes as an internal state of sexual arousal, or a memory of an attractive female, which inclines the male to fight when he encounters a competitor (the Helen of Troy effect). Attack itself is under the control of additional sex-specific neurons whose activity is required for male- or female-typical fighting styles. Precisely how all these cell types are connected is not yet clear, and we will need to further analyze the fly connectome—the synaptic road map of the fly brain—to figure it out. But what does seem clear is that persistent internal states (whether you call them arousal, motivation, emotion, or π states) are part and parcel of the neural circuitry of aggression, even in fruit flies.

If the link between aggression circuitry and internal states is a property of brains that is shared across evolutionarily distant species, then studies of aggression circuitry in mammals may similarly lead us to identify the neural encoding of internal states underlying this behavior—states that might be more analogous to the anger or rage we humans experience. In the next chapters, we’ll find out if this is true.





Footnotes


i It is well-known that male flies will rarely, if ever, attack female flies.


ii The physiological definition of “arousal” is that it is a type of internal state that causes an animal (or a person) to be more sensitive to a sensory stimulus than otherwise. A weak stimulus can provoke the same type of response in an aroused animal that normally would require a stronger stimulus to evoke in a non-aroused animal.


iii In flies, as in mice and many other species, prolonged social isolation makes animals more aggressive while housing in groups makes them more placid. See more about this in Chapter 4.


iv This is done by expressing in the neurons a jellyfish-derived green fluorescent protein that glows more brightly when the cell is electrically excited. The same neurons also express a red-light-sensitive opsin allowing them to be optogenetically activated. Red light in, green light out.


v Male flies have such waxy pheromones as well, but they are different from the ones on females.


vi Formally, it is not possible to say whether a male-specific neuron is altogether absent from the female brain, or whether the cell is present in females but it simply cannot be detected with the molecular markers used to identify it in males.


vii A process that took several years of extensive experiments, although their outcome can be stated in a single sentence.


viii Gamma-amino butyric acid. Antianxiety drugs, like Xanax, work by enhancing the effect of GABA, as do anti-epilepsy drugs such as gabapentin.
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CHAPTER 6

The Mouse That Roared

IF YOU READ TIME MAGAZINE OR WIRED, YOU MAY have read about how different regions in the brain light up when we do different things, and so you may assume that there is a special region of your brain that lights up when you’re mad. But when it comes to rage, so far no one has been able to find such a spot in humans. Yes, you can put someone in a brain scanner and ask them if they feel angry or afraid, and yes, you can see that certain brain regions get activated—but if you put a different person in the scanner and do the same experiment, often a different part of the brain lights up. Or no part lights up at all.

Some people, like psychologist Lisa Feldman Barrett, have concluded that the failure to find a single spot in the brain that lights up when people feel afraid or angry means there is no spot at all.1 Nothing to look for. Feldman Barrett argues that emotions are distributed across many different regions in the brain, not localized in one specific place, like the amygdala. Moreover, that distribution is different in each of us (our brains are like snowflakes—no two are the same). According to this view, there is no single locus in the brain for anger. While it is likely true that emotions are represented in the brain in a distributed manner, that does not mean that there are no specific brain regions that participate in this distributed code, such as the amygdala.

In Chapter 5 we saw that it’s possible to get some traction on the problem of how aggression is controlled by the brain in fruit flies. Granted, anger and aggression are not the same thing. However, anger is a type of internal state, and the identification of the brain circuitry that controls aggression in fruit flies led us and others in the field to discover some of the internal states that underlie this behavior, and the neurons that control those states. Whether those states are analogous to anger or rage in mammalian species, including humans, is not clear—but this work is at least a step in that direction.

Can we take the same approach in an organism that is a bit closer to home, evolutionarily speaking? In other words, can we start by trying to identify neurons that control aggressive behavior in a mammalian species, and see whether following their interconnections in the brain also leads us to understand something about the internal states that drive this behavior? In Chapter 3, we saw how neurons that control fear-related defensive behaviors also encode certain emotion primitives associated with such behaviors, such as persistence, valence, scalability, and generalization. Might the same thing be true for aggression? If so, it would strengthen the idea that emotion primitives are a general way to deconstruct different kinds of emotions, and perhaps it would put us in a better position to develop new approaches to treating emotional and other psychiatric disorders (as will be discussed in Chapter 9).

A FIRST STEP IS to think about what kind of animal we should use to study this problem. Monkeys or apes would be the closest mammalian species to humans, but they are highly regulated in lab settings, which makes them very expensive to work with. And our closest relative, the chimpanzee, is now off-limits to biomedical research altogether. So that puts the spotlight on mammalian organisms that are a little more evolutionarily distant, like rats, mice, guinea pigs—and cats. While pet lovers (such as myself) may find it distressing to think about using cats in brain research, from the beginning of the last century until well into the 1970s, cats were a favorite animal for neurophysiologists to use to investigate brain function because they are relatively large, are easy to come by, and have a brain structure fairly similar to ours. In fact, the most groundbreaking discovery in the history of aggression research was made in cats.

In the late 1920s Walter Hess, a Swiss neurophysiologist, was stimulating different regions of the cat brain with electrodes to see how it affected their behavior. Hess wondered whether rage was distributed diffusely all over the brain or concentrated in a specific region. He reasoned that if there is a specific spot in the brain that controls rage, then you might be able to locate it by introducing an electric current into different regions and seeing if you can elicit an aggressive response in a particular location. Of course, the brain (even a cat brain) is very large and you might miss it—but when has the chance of failing to catch a fish stopped people from going fishing?

You might wonder if the act of sticking an electrode into an animal’s brain would hurt it enough to cause anger and aggression. But it actually doesn’t hurt at all because the brain doesn’t have pain receptors—those are in the nerves that innervate your skin, muscles, and teeth. In fact, neurologists stick electrodes into human brains and stimulate them for therapeutic purposes—for example, to alleviate the symptoms of Parkinson’s disease. The method is called deep brain stimulation (DBS), and it’s not so bad—in fact, generally it’s a good thing for people with these conditions. It’s just that in people, for ethical reasons, you can’t do DBS on any brain region you choose merely because you’re curious. If you want to drill a hole in someone’s skull, stick an electrode in, and stimulate a certain region of the brain, there has to be a medically justifiable reason for doing so. And there’s no medically justifiable reason for trying to stimulate people’s brains just to see if you can make them angry.

So in 1928 Walter Hess was doing DBS on cats and testing whether stimulating any part of their brain could evoke displays of anger. Hess tested this region and that, and nothing much was going on. But then suddenly something happened that probably made his jaw drop. When he stimulated one particular region of the hypothalamus, the cat (which was just sitting peacefully on the lab bench, most likely thinking about pushing test tubes off the edge of the bench and watching them shatter on the floor) was suddenly transformed into a hissing, spitting creature, ears laid back, teeth bared, tail puffed up, back arched, as if facing its worst enemy. And then, after the electric current was switched off, it stopped and, presumably, went back to thinking about unraveling yarn balls. When Hess turned the power back on again, the same thing happened. Hess had discovered brain-stimulated aggression (BSA). When he moved the electrode to a slightly different brain region nearby and stimulated again, nothing happened. That meant that the region where you could evoke BSA was very localized.

Now, I never met Hess, but as a fellow scientist I can tell you that if I ever got a result like that (and I pretty much did, except a twenty-first-century version of it in mice—more about that later), after the excitement and elation died down, I would immediately start to worry that it was a fluke. I’ve personally experienced too many cases of getting an amazing behavioral result that works on one day but not on the next. The animals just aren’t cooperative sometimes. Or maybe this particular cat had been abused in kittenhood and was already primed to fight. So I’m pretty sure that the first thing Hess did was to try to repeat the experiment in different cats, to make sure the effect was real and reproducible.

That’s not as easy as it sounds. Trying to insert an electrode into a small region of a cat’s brain and hit that spot accurately in multiple animals is kind of like a 3D version of Pin the Tail on the Donkey. If you just squint and aim, your chances of hitting the same spot in two different animals are slim, not to mention more than two. Fortunately, Hess was not only lucky but smart: he had a device, called a stereotax, that lets you precisely position an animal’s head (after it’s anesthetized for surgery) and dial in specific X-Y-Z coordinates to position the tip of the electrode in a precise location in each brain every time. It’s the same device that neurosurgeons use to identify an epileptic focus in the brain of a person suffering from seizures. It takes some practice and manual dexterity to learn how to use it, but once you get good at it, you can reliably stimulate the same region of the brain in different individual animals with pinpoint accuracy.

Once Hess got his coordinates dialed in, he found that he could reproducibly get this effect—which he called das affektivabweher Reaktion, or “defensive rage reaction”—in basically every cat he tested. There really was a spot in cats’ brains, it seemed, where applying stimulation could instantaneously evoke what looked indistinguishable from a naturally evoked authentic expression of feline rage—just like my cat Buster showed when confronted with a trespassing tomcat in my backyard. That spot was located deep in the hypothalamus, an evolutionarily ancient region that is present in the human brain as well. That meant that the neurons that control the behavioral expression of rage—if not rage itself—were not randomly distributed all over the brain, like some kind of moving cloud of electrical activity, but rather were localized in a particular region. Sounds pretty important, huh? Like maybe worth a Nobel Prize? In fact, it was worth a Nobel, which was awarded jointly to Hess and Portuguese neurologist Egas Moniz in 1949.

So, what’s left to be done after Hess’s transformative discovery in 1928? He found that there is a specific part of the brain that controls rage, that it’s located in the hypothalamus, and that you can turn it on and off with electricity. That suggests that the capacity for rage is not learned but innate: honed by millions of years of evolution and hardwired into the brain during its development. Are we finished? Can we move on to joy, sadness, fear, disgust, and schadenfreude?

Not quite. Like any transformative scientific observation, Hess’s discovery raised many new questions, and even generated some controversy. For example, some skeptics argued that just because you can artificially stimulate a particular part of the brain and evoke something that looks like rage, that doesn’t necessarily mean that it’s the same part of the brain that is active when the cat is naturally angry. What if you’re just screwing up electrical activity in the brain, and that makes the cat crazy? Recording activity in the hypothalamus during a catfight was a non-starter; the electrodes would have been torn out, and Hess rather than the other cat likely would have become the chief victim of the fight. Is the hypothalamic area that Hess discovered at the very least required for normal aggressive behavior? Some people tried to answer that question by selectively damaging the hypothalamus with a powerful electric current, but they got conflicting results: in some cases aggression was decreased while in other cases it was increased.

The basic problem was that the techniques used by Hess were too crude. At the most basic level, they could not tell you which specific neurons were responsible for triggering aggression in response to brain stimulation. When you introduce electric current into the brain through a metal wire, as Hess did—even into a relatively restricted region like the hypothalamus—the electric current spreads, like water flowing along its path of least resistance, over a fairly large area, activating hundreds or thousands of different neurons. That makes it hard to know which neurons are responsible for the effect.

If you could pinpoint the neurons, you could ask many more questions about them. For example, you’d like to know whether these neurons are dedicated to the control of aggression—like the neurons we discovered in the fly brain—or whether they control other instinctive behaviors as well, like flight or mating. If the latter, how does the brain decide at any given moment whether these neurons should be deployed for aggression rather than one of the other behaviors they could drive? And did Hess’s experiment really show that aggression is “innate” in cats? In fruit flies, as mentioned in Chapter 5, a single fly that hatches from its pupa in isolation can initiate a fight as soon as it confronts another fly—clearly, no learning is required. The cats used by Hess were not raised in the laboratory under controlled conditions, but presumably were strays plucked off the streets of Zurich, where they could have had plenty of time to learn to fight.

All these questions were and are valid and important ones. The problem was that you could only get so far in trying to answer them in cats (and not just because cats are by nature aloof and uncooperative). Consequently, other scientists spent decades replicating Hess’s basic result in other animal species that were easier to work with, like rats and guinea pigs. For example, by systematically stimulating ever tinier brain areas in rats with high precision, pioneering Dutch neuroscientist Menno Kruk narrowed down the region where aggression could be evoked to a small area that he and his colleagues called the “hypothalamic attack area” (HAA). Electrically stimulating the brain within the HAA reliably evoked an attack from a rat that was otherwise minding its own business.

But even after that heroic effort, the experimental tools available at the time (the 1980s) still weren’t precise enough to identify the specific neurons involved. And without identifying those neurons, it was difficult to address all the other important questions. So by the mid-1990s, the field was starting to lose momentum. Eventually the new tools of causal neuroscience would become available to probe brain function with more specificity. The problem was that those tools were based on genetics, and they were easiest to apply in mice because there was a long tradition of studying genetics in that species. Not so with rats or guinea pigs. Genetics is something that neurophysiologists and psychologists tend to ignore in their research, and that is reflected in their choice of experimental animal.

Okay, so why not just round up some mice and try to trigger aggression by electrically stimulating their hypothalamus? That’s what we tried to do in my own lab starting back in 2009. A talented new postdoctoral fellow in my group named Dayu Lin, who had a background in electrophysiology, decided to try to repeat Hess’s basic experiment in mice, as Menno Kruk had done in rats. Not just once, but over 40 times. Guess what she found? Instead of attacking during the electrical stimulation, like the stimulated cats and rats did, the mice became fearful and froze in the corner of their cage, or tried to jump out of it. Eventually we realized why there had been no published report demonstrating BSA in mice in the 80 years since Hess’s landmark paper: the experiment simply doesn’t work in that species, at least as Hess performed it. Is that because mice are less aggressive than cats or rats? No; if anything they are more aggressive and nasty. Was it because we stuck our electrodes in the wrong region of the brain? That didn’t seem likely since mouse and rat brains are very similar.

So now what? We wanted to repeat Hess’s experiment using sophisticated new genetically based tools in order to identify the precise neurons involved, but those genetic tools could only be applied easily in mice—and Hess’s experiment didn’t seem to work in mice.i So we were sort of caught between a rock and a hard place. What to do? Keep trying? Spend years redeveloping from scratch all the tools for genetic manipulation of mice so they work in rats, where Hess’s experiment works well? Or quit and study a behavior that it is easier to get mice to do, like eating cheese?


WHILE WE WERE WRESTLING with these questions (around 2006–2007), revolutionary new techniques were being developed by neuroscientists Karl Deisseroth and his postdoc Ed Boyden at Stanford for artificially stimulating neurons using light. This technique was a variant of a suite of tools, including some initially pioneered by Oxford neuroscientist Gero Miesenbock, collectively called optogenetics. I’ve already mentioned this technique briefly in some of the previous chapters—we used it to activate fear neurons in mice and aggression neurons in flies—but it’s worth going into it in a bit more detail because it’s so central to the work described in this chapter.

The overall principle is based on the fact that neurons are electrically excitable cells—once you let a few positively charged ions flow into them from the salty solution that bathes them, they get activated and start firing, producing pulses of electricity that flow along their axons. It’s kind of like starting a fire: the neuron has all the firewood built into it, and all you have to do is provide the match. Normally neurons are sealed against ions (otherwise they’d be firing all the time), but there are proteins called ion channels that penetrate the surface membrane that surrounds the cell. These channels can open special tunnels in the membrane, through which salt ions (like sodium) can flow into the cell. Each ion channel needs some source of energy to open the tunnel and let ionic traffic through. In a certain class of channels, called opsins, that source of energy is light of a particular wavelength (see Chapter 4). Some opsins can be activated by blue light, others by red light, according to their molecular structure. So if you genetically engineer a light-activated ion channel into a neuron and shine light of the appropriate wavelength onto the cell, sodium ions will flow into the cell and the neuron is going to start firing (Figure 6-1A). Hence the term “optogenetics.”

While mammalian neurons have plenty of ion channels, the vast majority are not activated by light (which can’t easily penetrate the skull to reach cells deep in the brain). Opsins are unusual and mainly found in microorganisms. For example, the single-celled alga Chlamydomonas rheinhardii contains a blue-light-activated ion channel called channelrhodopsin-2 (ChR2) in its membrane. When ChR2 absorbs blue light, it lets sodium and potassium ions flow into the cell. That electrically activates the alga and helps the little beast swim toward the light source with the aid of a tiny appendage called a flagellum, which whips back and forth like the tail of a swimming sperm cell.

Thanks to the pioneering work of biochemist Peter Hegemann and molecular biologist Georg Nagel in Germany, it was shown that the ion channel in ChR2 could be directly opened by blue light in a foreign cell that normally does not contain the gene—for example, a frog egg. That’s because, conveniently, ChR2 is both a light sensor and an ion channel, all in one. And because the genetic code is essentially universal, when Deisseroth and Boyden implanted the ChR2 gene (i.e., the relevant piece of DNA) into a mouse neuron growing in a petri dish, they were able to activate that neuron just by shining blue light on it. Each pulse of blue light caused the neuron to fire—that is, it produced an “action potential,” a burst of electric current that flowed along the neuron’s fibers (Figure 6-1A, lower inset). And Deisseroth and Boyden showed that they could control the rate of neuron firing just by controlling the rate at which they delivered blue light pulses from a laser.

This technique gives you two main advantages over direct electrical stimulation of the brain using metal electrodes. First, since most neurons in the brain do not react intrinsically to light, if you put the ChR2 gene into cells within a small region of the brain and shine light on that region (through a thin optical fiber), even if the light spills beyond that region it won’t activate surrounding cells. In contrast, electrical current can activate any neuron in its path as it spreads through the brain. Second, because you introduce ChR2 into neurons as a gene, you can use genetic “zip codes” (like the ones we discussed in Chapter 3) to restrict the channel to specific populations of neurons. So even if those zip-coded neurons expressing ChR2 are mixed together with other neurons that don’t have the same zip code (and therefore don’t express ChR2), when you shine light on this brain region you will activate only the former cells and not the latter. This gives you much more control over exactly which neurons you are activating than is possible with Hess’s electrode stimulation method.

Why did we think that applying optogenetics in the mouse might evoke brain-stimulated aggression when electrical stimulation had failed to do so? Recall that when we tried to stimulate the HAA (hypothalamic attack area) in mice using an electrode, the mice froze or tried to jump out of the cage, as if they were terrified. Instead of triggering fight—that is, an aggressive response—we seemed to be evoking flight. Why might this be so? To explain this, I need to go into a bit more detail about the anatomy of the region of the hypothalamus we were stimulating.

Following the lead of Menno Kruk’s work in rats, we were trying to stimulate a pear-shaped region of the hypothalamus that was previously introduced in Chapter 3: the ventromedial hypothalamus, or VMH (Figure 6-1B).ii In that chapter I described how optogenetically stimulating neurons in the dorsomedial region of the VMH (the VMHdm)—the part near the top of the pear-shaped structure (Figure 6-1C)—produced freezing and flight behavior, as well as a fear-like internal state (fright). Kruk’s work in rats suggested that the neurons that promote aggression should be located at the bottom of the pear-shaped structure, in the ventrolateral region of the VMH (the VMHvl; Figure 6-1D). Frustratingly, however, when we tried to replicate Hess’s result by electrically stimulating the VMHvl, all we got was fright: freezing and jumping. How could this be? Did we just miss the mark?


One possibility was that maybe in mice there were no aggression-promoting neurons in the bottom of the pear (unlike in rats). Perhaps the entire pear-shaped structure (the VMH) was devoted to controlling fear in a mouse—fright, not fight. The other possibility was that there were aggression-promoting neurons in the VMHvl in mice, as in rats, but that when we tried to stimulate them electrically, the current spread to the top of the pear (the VMHdm) and activated the fear-producing neurons located there.iii Perhaps if you try to artificially activate fear and aggression neurons at the same time, fright trumps fight.2
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Figure 6-1. Optogenetic activation of the VMHvl region of the hypothalamus promotes fighting in mice. (A) Schematic illustrating the principle of optogenetics: a neuron is genetically modified to express an ion channel, ChR2 (upper inset, cylindrical structure), that is opened by blue light (jagged line), allowing positively charged sodium ions (Na+) to flow inside the cell and thereby trigger the neuron to fire action potentials (lower inset). Neuron image courtesy McGovern Institute at MIT. Action potential diagram from NeuWrite San Diego (neuwritesd.org). (B) Coronal section of a mouse brain. The pear-shaped structure outlined in white at the bottom is the ventromedial hypothalamus (VMH). The syringe is used to inject a virus containing the ChR2 gene into VMHvl neurons. The optical fiber (gray tube) is used to shine light into the VMH from a laser. (C) Blow-up of the VMH. Light dots are neurons that express ChR2. Most of them are in the base of the pear (VMHvl; circled), where the virus was injected, but some of the virus spreads into the top of the pear (VMHdm). (D) The cone of blue light covers the VMHvl, activating attack neurons, but also spills into the VMHdm, where it can trigger a fear response by activating cells expressing ChR2 in that region. Freezing dominates over attack (blunt dashed arrow) when both regions of the VMH are activated at once. Brain Atlas figures used with permission from Allen Institute (www.brain-map.org).





If this thinking was correct, it suggested that while we couldn’t find the location of attack neurons in a mouse by introducing electric current through electrodes, we might be able to do it using optogenetics. This would require two steps. First, we would have to deliver the ChR2 gene to neurons in the VMHvl. This could be done by injecting precisely into that brain region a modified virus whose chromosome had been hacked in the lab to contain that gene (Figure 6-1B). Injected viruses spread much less far in the brain than introduced electric current does because viruses are enormous in size compared to tiny electrons. Therefore, there was less chance that a virus injected into the bottom part of the pear-shaped VMH would spread into the fear-encoding top part (although that could still happen). The injected virus, in theory, should infect only neurons in the VMHvl, injecting a package of DNA into them and then disappearing, like a honeybee that dies after stinging. The infected neurons would then express (turn on) the ChR2 gene (Figure 6-1C), manufacturing the protein it encoded and inserting it in their membrane, where it could form light-activated ion channels (Figure 6-1A).

The second trick would be to shine blue light on that very same spot in the mouse’s brain. Because the VMH is located at the base of the brain, light shined on the mouse’s head would never reach it. Fortunately, Karl Deisseroth’s lab at Stanford had recently demonstrated that it was possible to deliver light deep into the brain using an implanted optical fiber, and they generously taught us how to perform the technique. Basically, after we had injected the virus, we carefully inserted a flexible optical fiber through the skull into the same region of the brain, and the other end of it was connected to a blue laser (the syringe and gray tube in Figure 6-1B).iv


I was excited and enthusiastic about trying the experiment. The only problem was that I couldn’t convince Dayu, the electrophysiologist, to give it a try. To her thinking, as she explained in the numerous arguments we had, this was just a fancier version of the traditional Hess-style electric current experiment. She’d tried that electrical stimulation experiment 40 times; it hadn’t worked, and she had finally given up in frustration. Now I was suggesting she try a variation on that experiment that would require that she spend months learning to master a new and untested technique. Why should we think that the results would be any different? she argued.

Try as I might, I couldn’t convince her. In a last-ditch effort I tried one final argument as we were walking together across the Caltech campus to have lunch at the Athenaeum, the venerable faculty club where Einstein always stayed when he visited. “Dayu,” I said, “if you don’t try this experiment, and in another six months you pick up a copy of Nature and see a paper from another lab on optogenetic induction of aggression in mice, you will never forgive yourself.” She thought about it for a while, then reluctantly agreed to try the experiment.

About a month later, in one of those moments that gets burned into your brain forever, I was sitting in my office when Dayu suddenly poked her head in the doorway, her eyes shining with excitement and a huge smile on her face. “It worked!” she said. “N equals one, but it worked!” In the grainy video she showed me on her laptop, a male mouse with a flexible optical fiber sticking out of his head tentatively approached a female mouse that had just been introduced into the cage. He sniffed her, attempted to mount her, and then walked away. The next time the male mouse approached the female, Dayu fired a blue laser, sending 20 short pulses of light per second cascading down the optical fiber and into the inner recesses of the animal’s brain to illuminate the gene-modified neurons in the VMHvl. Amazingly, instead of attempting to mount the female, after a few sniffs the male mouse lunged at her neck and nipped at her, as if she were a male intruder. After the mice had tussled briefly, Dayu switched off the laser. The attacking mouse nipped at the female a couple of more times, then stopped and walked away from her. The next time the male approached the female, with the laser off, he interacted with her normally. And then, with the laser switched on, he attacked again, until the laser was turned off. We had literally made a mouse attack with the flip of a switch.

By “N equals one,” Dayu meant that out of nine mice in which she initially tried the experiment, only one exhibited aggression when the light was switched on. The rest froze or jumped, like the mice that Dayu had electrically stimulated. But that one mouse was enough to show us that there must be aggression-promoting neurons in that tiny region of the brain.

After the initial excitement faded, we were left to wonder why the experiment had worked only once out of nine mice tested. After many more experiments, a few additional mice exhibited aggression, but the remainder continued to show fright rather than fight. The reason turned out to be that the accuracy of our virus injections just wasn’t that good or consistent: in practice it was very hard to inject the virus only into the VMHvl (the base of the pear) without some of it leaking into the top of the pear (VMHdm), where the “fear” neurons described in Chapter 3 are located (Figure 6-1C, white dots).3 In only a few mice were we able to inject the virus exclusively into the base of the pear, as we confirmed later by slicing all the brains from the mice we tested and mapping the location of the ChR2-expressing neurons with a fluorescent tag. But those were the very animals that became aggressive when we switched on the laser. That told us that the fight neurons were concentrated in a very specific region of the VMHvl. Evidently, if we didn’t hit that spot precisely, the virus would spill over into the VMHdm. Therefore, once we turned on the blue light the fear neurons would be activated together with the attack neurons (Figure 6-1D), yielding the dominant fright response instead of aggression. While this was just plausible theory at the time, it eventually turned out to be correct (see Chapter 7).

Although our initial efforts were relatively crude and quite literally hit-or-miss, they revealed something important: mice, like other species of rodents, cats, and other animals (even monkeys), have a region deep in their hypothalamus that controls aggression. If you manage to target this region accurately in a mouse, and optogenetically activate the neurons in just that region, you can force it to attack just about anything: not only a female mouse, but even an inanimate object, like an inflated latex glove (Figure 6-2). Evidently, using a hacked virus encoding channelrhodopsin-2, an optical fiber, and a laser, one can overcome whatever inhibitions mice normally have that prevent them from attacking females or rubber gloves. If any of us had ever harbored any illusions about “free will” in mice, it was hard to maintain them after seeing videos in which we could trigger attack with the flip of a switch.

Once we were able to repeat the experiment (albeit with frustratingly low frequency), we started to investigate the effect of activating the “attack” neurons more closely. Interestingly, when we stimulated the VMHvl but no other mouse was present, nothing much happened. The mice briefly stopped whatever they were doing (grooming, nosing around in their bedding) and looked around, as if they heard or smelled something, and roamed around their cage a little bit, but otherwise didn’t show any major change in behavior: they didn’t charge at thin air or snap their jaws as if they were trying to bite something. Evidently, our optogenetic stimulation changed something in the mouse’s brain to make them more aggressive, but the evidence of that change only became visible when we presented the mouse with an object to attack. That finding was an important hint that our manipulation wasn’t directly controlling attack behavior—we weren’t just pulling strings on a marionette. Rather, we were producing some kind of a latent change in the internal state of the animal, something that was hard to notice or measure unless we provided the animal with an object toward which to direct its aggression. Kind of like a person who keeps his or her anger under control until provoked to release it toward an antagonist.
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Figure 6-2. Mouse induced to attack a glove by optogenetic stimulation of the VMHvl. Still frame from a video recording showing a mouse leaping in the air as it bites an inflated latex glove. The inset illustration shows the location of the VMHvl in the mouse’s brain and of the optical fiber used to shine light on it. The neurons in the VMHvl have been genetically modified to express the blue-light-sensitive ion channel ChR2. White arrow points to indicator light showing that the blue laser is on. Black arrow indicates flexible optical fiber entering the animal’s head from the laser (not illustrated).





How could we zero in on these “aggression neurons” and get the experiment to work every time instead of just once in a while? With such a low frequency of success, it wouldn’t be possible to make further progress: to find out where these neurons get their input from, where they sent their axons, whether they control only aggression or also other behaviors (and if so, which ones). Somehow we needed to target the ChR2 virus more precisely and reproducibly to the correct population of neurons, without it infecting neurons in the neighboring “fear” region of the VMH. In theory, that problem could be solved by using genetic “zip codes”—specific sequences of DNA that we could use to “address” the ChR2 virus to specific types of neurons in the VMHvl, as we did for aggression neurons in the fly (Chapter 4). But first we had to find that zip code, a challenging task in a mouse (unlike in flies, it was impractical and cost-prohibitive to randomly screen thousands of mice to find the zip code). In Chapter 7 we’ll see how we were able to discover the genetic zip code for the aggression neurons, and how that critical step opened the door to a new field of research.



Footnotes


i The tools can also be applied to rats, in principle, but whereas mice have hundreds of different genetically modified strains available, rats do not; rats are also much more expensive to maintain in the lab.


ii Recall that if the brain is analogous to planet Earth, the hypothalamus is like a continent, and the VMH is like a country in the continent. The subdivisions of the VMH, like the VMHdm or the VMHvl, are like states within the country. You can think of them as analogous to North Dakota and South Dakota, respectively, with a “middle Dakota” (the VMHc) in between.


iii In rats, because the brain is larger than a mouse brain, the VMHdm is farther away from the VMHvl. Perhaps in rats the electric current introduced into the VMHvl simply didn’t spread far enough to reach the fear neurons in the VMHdm.


iv Needless to say, all these operations are performed on the mouse under anesthesia, and the mouse is allowed to recover for several weeks after the surgery is performed. After it recovers, the mouse quickly adapts to having an optical fiber in its head, and eats, drinks, runs around, mates, and fights normally.
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CHAPTER 7

Wired to Fight

The Cells and Circuits That Control Aggression in the Mammalian Brain

THE DISCOVERY THAT WE COULD EVOKE AGGRESSION in mice using optogenetics was a breakthrough: it got us beyond the impasse of not being able to replicate Hess’s foundational electrical stimulation experiments in mice, a genetically tractable model organism. It opened the way to answering many important questions: What kind of neurons promote aggression? Do these neurons control only aggression, or other behaviors as well? Are they necessary for normal fighting behavior, as well as sufficient to provoke attack when artificially stimulated? Are these neurons normally active during aggression? Do they fire exactly at the moment of attack, or in a different pattern? What other neurons do they connect to in the brain, and which neurons connect to them? What kinds of genes do these neurons express, and do any of them have any influence on aggression? Most important, do these neurons have anything to do with an internal state of aggressiveness—something akin to anger or rage—or do they just control attack behavior, like a switch in a robot?

Getting the initial result that we could promote attack by optogenetically stimulating neurons in the VMHvl (see Figure 6-2) was a bit like successfully landing a rover on Mars. We now had to take stock of our surroundings and figure out where we were before exploring further. The first order of business was to get more consistent, reproducible targeting of the attack neurons in the VMHvl. Recall that in our initial experiment, only one out of nine mice that we tested showed attack when we optogenetically stimulated that region, a roughly 11 percent success rate. That was encouraging but not workable going forward.

If, as we hypothesized, our 89 percent failure rate was indeed because we kept accidentally activating the “fear” neurons in the VMHdm (at the top of the pear; see Chapter 3) and triggering flight or freezing instead of fighting, then we had to somehow stop the ChR2 virus from infecting neurons in that region and restrict it to the base of the pear (VMHvl). That was easier said than done: it was like trying to fill a small bucket with water using a garden hose dangled from the roof of your house, without spilling any of it outside the bucket. To solve this problem—equivalent to taping the end of the dangled hose to the inside of the bucket—we exploited the fact that different types of neurons have different genetic properties: specifically, they express (turn on) different genes (see Chapter 4 for further explanation).

Although it’s well-known that the brain contains nerve cells, or neurons, which are different from glial cells, fat cells, blood cells, or liver cells, what’s less well appreciated is that there are many different types of neurons. We saw some examples of this in the fly brain (see Figure 4-1). The mammalian brain is even more complicated. For example, the retina alone has 40 to 50 different types of neurons, possibly more. You can think of different types of neurons as analogous to the different components of an integrated electronic circuit—capacitors, resistors, transistors, and diodes—except that there are many more flavors of neurons. It’s already clear that the mouse brain has many hundreds of different neuron types, and possibly thousands; the exact total number is not yet clear. Why this huge amount of cellular diversity is required for brain function is not yet understood. However, even if we don’t yet know the reason for this diversity, we can still exploit it, to identify and get access to neurons that have a particular function, such as controlling aggression. We saw how this was possible in fruit flies, in Chapters 4 and 5. But how would we go about doing this in a mouse?

The first step was to identify genes that mark, or label, neurons that are active during aggression but not nearby neurons that may have different functions (for example, the pesky “fear” neurons, which kept getting in the way of our attempts to stimulate the aggression neurons). To do this, we used an atlas of gene expression in the mouse brain, created at the Allen Institute for Brain Science in Seattle (established through the extraordinary generosity of the late Paul G. Allen, philanthropist and Microsoft cofounder). Using this publicly available resource, and in collaboration with Allen Institute scientists led by Dr. Hongkui Zeng, we tested a group of about 25 genes that seemed to be turned on in the VMHvl (the bottom of the pear; see Figure 6-1C) but not in the VMHdm (the top) to see whether any of them labeled neurons that were active during an attack episode but not when the mouse was peacefully sitting in its home cage.

Of the 25 genes that we surveyed, one stood out as a prominent candidate: a receptor for estrogen, often called the female sex hormone (but males have estrogen, too). This type 1 estrogen receptor (Esr1) gene (also known as ERα) was expressed by many of the neurons in the VMHvl (Figure 7-1B, white dots) but not by cells in the top of the pear-shaped structure (the VMHdm), where the fright cells seemed to be located. Rather, those fright cells expressed a different marker, called SF1 (Figure 7-1B, light gray dots; see Chapter 3). Most significantly, when we stained brain slices from a mouse that had recently attacked another, using a marker that revealed which neurons had been electrically activated, many of those neurons were positive for Esr1 (that is, they were Esr1+).i


This result indicated that Esr1 could serve as a “marker” for putative attack neurons in the VMHvl—a very specific kind of dye that we could use to label the cells and distinguish them from other surrounding neurons in the tissue when looking at them under a microscope. How could we use this information to manipulate the function of these neurons (i.e., turn them on or off), so we could directly test this hypothesis? Our finding implied that the Esr1 gene might contain a genetic zip code that contained the address of the identified aggression neurons in VMHvl. If we could find that zip code, in theory we could use it to restrict the expression of ChR2 (the light-sensitive ion channel) to just the Esr1+ cells (Figure 7-1D). In theory, the “fear” neurons in the neighboring VMHdm wouldn’t be able to “read” that genetic zip code, even if they happened to get infected by some errant virus. That should allow us to avoid inadvertently triggering freezing when we were trying to activate the aggression neurons (which made the animals fight) (Figure 7-1B, C).

All these molecular and genetic gyrations were necessary because, apparently, the VMH contains a neuroanatomical embodiment of a fright-or-fight axis, along the long dimension of the pear shape; we wanted to activate the fight part without touching the fright part.

To do that, we needed to perform two complementary acts of genetic engineering. First, we needed to engineer the little genome of the ChR2 virus so that its DNA was “locked”—not expressed—because of a genetic “stop sign” that we inserted into the ChR2 gene. Second, we needed to engineer special GM mice that expressed a gene imported from a bacterial virus, producing an enzyme called Cre recombinase, which functions as a key that unlocks the ChR2 virus (by removing the genetic stop sign)—but only in cells that express the Esr1 gene. That meant using the genetic zip code from the Esr1 gene to control the expression of the foreign Cre gene in the GM mice. This is conceptually similar to the approach I described for expressing opsins in specific neurons in the fly brain in Chapter 4, but it gets around the impracticality of screening in thousands of mice, as we were able to do in flies.
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Figure 7-1. The type 1 estrogen receptor (Esr1) marks aggression neurons in the VMHvl. (A) Schematic showing location of the VMH in a brain slice. (B) The VMH (dashed outline) contains different types of neurons marked by different marker genes. SF1+ (fear) neurons (gray dots) are located in the VMHdm, while Esr1+ (aggression) neurons (white dots) are located in the VMHvl (Esr1- cells are dark gray dots). (C) If we do not restrict ChR2 expression to Esr1+ neurons in the VMHvl, the injected ChR2 virus can spread into the VMHdm (light dots), where it will trigger freezing behavior, which suppresses attack (blunt arrow) (see also Figure 6-1). (D) If ChR2 is restricted to Esr1+ neurons using a specific genetic zip code (light dots), only those specific neurons in the VMHvl will be activated by the blue light, even if the injected virus and blue light spread into the VMHdm. Therefore, attack and not freezing should be elicited by stimulation. Brain Atlas figures used with permission from Allen Institute (www.brain-map.org).





One problem with this work-around is that in a mammalian brain, the genetic zip codes that control when and where a particular gene is expressed are often tiny compared to the size of the entire gene. Finding those small zip codes in a large mammalian gene can be a years-long undertaking, something of a needle-in-a-haystack search. Rather than trying to isolate the zip code for the Esr1 gene, therefore, we inserted (knocked in) the Cre gene in the middle of the Esr1 gene, where it would fall under the influence of the neighboring zip code just like Esr1 itself—bringing the genetic mountain to Mohammed, as it were.

Next we combined these two feats of genetic legerdemain by injecting the locked ChR2 virus into the VMHvl of our special Esr1-Cre GM mice. Although the virus could infect both Esr1+ and Esr1– neurons (Figure 7-1B), the ChR2 gene would be unlocked only in the former cells and not the latter ones because only the Esr1+ neurons had the genetic key. Furthermore, even if our injections spread into the upper region of the VMH, where the fear neurons are located, the ChR2 virus would remain locked in those cells as well because those neurons do not express the Esr1-Cre key gene either (Figure 7-1D). While this lock-and-key trick may sound fairly straightforward on paper as I’ve described it, in practice it took us several years to pull off, with many false starts along the way.

Fortunately, the Esr1+ neurons in the VMHvl (which for convenience I’ll now call “VMHvlEsr1 neurons”) eventually turned out to be the right ones: when we strongly activated these cells by shining blue light into the VMHvl through an optical fiber (Figure 7-1C), the mice attacked basically whatever we put in front of them: male mice, female mice, toy mice, or an inflated rubber glove (see Figure 6-2). Moreover, when the light intensity was strong enough, almost every mouse showed this aggressive behavior, and none of them showed fear behaviors. Therefore, the result was much more robust and reproducible than our initial, cruder attempts at optogenetic activation of attack (see Chapter 6); as we had hoped, using a genetic zip code to put ChR2 just into the Esr1+ subset of VMHvl neurons allowed us to activate the fight neurons without simultaneously activating the neighboring fright neurons.

Identifying Esr1+ neurons in the VMHvl as cells that control aggression established a beachhead for exploring a new territory. Now we could begin to ask questions that we had previously only dreamed of: Does turning off these neurons block aggression? Are these neurons active during attack, and if so, when? Do these neurons only control aggression, or do they control other behaviors, and if the latter, which ones? Do these neurons control aggression only in males or also in females? To where do they connect in the brain, and which neurons connect to them?

THE FIRST THING WE wanted to know about the VMHvlEsr1 neurons was whether their activity was necessary for natural attack behavior. This was an important question for two reasons. First, it would lay to rest any lingering criticism that activating these neurons was doing something abnormal to the brain that made animals hyperaggressive—a criticism directed at Dr. Hess’s original electrical brain stimulation experiments in cats. Second, if we could precisely control the time at which we inhibited these neurons during an aggressive encounter between two male mice, we could address the question of when these neurons were needed—for example, whether they were simply necessary for the animal to detect the smell of a potential opponent or actually required for attack behavior per se.

To address this question, we used a different type of optogenetic tool to reversibly inhibit (silence), rather than activate, the VMHvlEsr1 neurons. Instead of putting ChR2 in the VMHvlEsr1 neurons, we expressed in the same cells a different opsin gene isolated from a bacterium (called halorhodopsin) that was activated by yellow light instead of blue light, and that then pumped chloride ions (Cl–) into the neurons, which turns them off. Because neurons fire only when their inside has a net positive electric charge relative to the outside of the cell (Figure 6-1A), pumping negatively charged ions like Cl– into a neuron makes the inside of the cell more electro-negative relative to the outside, and effectively squelches its firing.

So the crucial experiment was to express halorhodopsin in VMHvlEsr1 neurons using the same genetic lock-and-key trick that we used to express the activating opsin (ChR2), shine yellow light into the brain through an optical fiber, and see if it stopped the mice from naturally fighting. That meant that we needed to test our mice under conditions where they naturally fought. We did this by socially isolating the test mice for two weeks (which makes them more aggressive; see Chapter 4), and then introducing into their home cage a smaller, “intruder” male mouse from a genetically “wimpier,” less aggressive strain. Under these conditions, the resident male will invariably attack the intruder, in order to drive it out of his territory.

Gratifyingly, when we optogenetically inhibited the VMHvlEsr1 neurons in the resident mouse during the middle of an attack bout, aggression was abruptly interrupted: the aggressive mouse suddenly stopped attacking and retreated from the intruder. When we turned off the light (to stop inhibiting the neurons and allow them to resume firing), the attack resumed almost immediately. It was extraordinary to watch: at the flick of a switch, we could shut off aggression and then turn it back on again. This result confirmed and extended an earlier report by Stanford neurobiologist Nirao Shah, a former student of mine, showing that selectively ablating (killing) similar neurons using a genetically targeted toxin (a kind of cellular poison) blocked aggression; however, that experiment could not distinguish whether the neurons were required for fighting behavior per se or were simply needed to identify a potential male opponent by smell.1 Because our technique inhibited the neurons in a reversible rather than permanent way (unlike simply killing the cells), we were able to directly demonstrate a requirement for these cells in attack behavior.ii


Using this rapidly reversible optogenetic silencing technique revealed that the effect of inhibiting the VMHvlEsr1 neurons was more profound than just inhibiting fighting: when we turned off the neurons as the resident mouse began to sniff the intruder (before any fighting had been initiated), the mouse stopped sniffing and walked away, as if losing interest. We could even interrupt the mouse’s initial approach to the intruder after it was placed in the resident mouse’s cage. This revealed that these neurons did more than just control overt attack behavior, or biting; rather, they seemed to influence the mouse’s motivation to investigate and attack the intruder.

This impression was reinforced when we optogenetically stimulated the Esr1+ neurons weakly, using a lower intensity of blue light. Under those conditions, instead of attacking and biting the intruder, the mouse tried to mount its opponent—whether it was a male or a female. At first we thought that this weaker stimulation had triggered sexual instead of aggressive behavior. However, by listening for ultrasonic vocalizations, a type of “singing” that male mice perform when they are mating with a female, we later realized that the type of mounting behavior evoked by weakly stimulating the Esr1+ neurons was not sexual mounting but rather aggressive mounting, a type of dominance display.iii Mice tend to show this dominance mounting behavior when they are young and inexperienced in fighting; as they gain experience they mount less and attack more. Dominance mounting therefore appears to be a weak or low-intensity form of aggressive behavior in mice. Evidently, we could dial up the level of aggressiveness in these mice, from dominance mounting to attack and biting, simply by turning the light power dial on our laser up. That suggested that these neurons did not simply switch on attack behavior but rather controlled an internal state of aggressiveness, the intensity of which we could artificially escalate—an example of the emotion primitive of scalability (see Chapter 2).


THESE OPTOGENETIC EXPERIMENTS TOLD us what the Esr1+ neurons in the VMHvl could do when we turned them on or off: make the mice more or less aggressive. However, optogenetic stimulation is a highly artificial way of activating neurons: they are forced to fire at a certain rate determined by the experimenter, which may not be the rate at which they normally fire in a naturally behaving animal. Furthermore, they are forced to fire all at the same time, which they may not normally ever do. Indeed, some skeptics argued that artificially imposing this simultaneous activity on the neurons might even interfere with their normal function, like forcing members of a choral group trying to sing the “Ode to Joy” from Beethoven’s Ninth Symphony to sing all their parts starting simultaneously at the same volume: complete cacophony.

In order to resolve these issues, we needed to see how these neurons normally fire during a natural social encounter with another male. Traditional electrical recordings from the VMHvl performed in my lab by Dayu Lin revealed that there were indeed neurons in this structure that fired during sniffing and attack of another male. However, we couldn’t tell using that method whether those neurons were the Esr1+ cells or some other cell type. Moreover, this method was very inefficient: we could only record a handful of neurons in any given mouse, and most of the mice gave us no usable signals at all.

To get around these limitations, we turned to a different method of recording neural activity, called calcium imaging. This method takes advantage of the fact that when a neuron is electrically activated, calcium ions flow into it from outside the cell (through special ion channels). This momentary increase in calcium can be converted into a brief flash of light by genetically engineering the neurons to express a green fluorescent protein (imported from a jellyfish), which has been modified to glow more brightly when calcium ions attach to it. In this way, the ions that move into the neuron when it is activated are converted to photons emitted by the fluorescent jellyfish protein, with calcium serving as the chemical intermediary between these two forms of energy.

Next you need a way to detect these photons, to see the neurons when they flash and measure how brightly they are flashing. For this purpose, we used a miniature microscope (invented by optical physicist Mark Schnitzer at Stanford) that attaches to the head of the mouse, with a long, thin glass needle that acts like a mini telephoto lens threaded deep into the mouse’s brain, just above the VMH. To visualize the activity of the VMHvlEsr1 neurons, we used the same lock-and-key trick to express (turn on) the gene encoding the jellyfish fluorescent calcium sensor selectively in those cells. The flashes of fluorescent light from this sensor, which occurred whenever the neuron fired, are detected using a tiny light sensor chip built into the portable microscope sitting on the animal’s head. The data are streamed through an attached cable back to a computer, where a high-magnification movie of the flashing neurons is recorded. This movie can be analyzed to measure the activity of literally hundreds of Esr1+ neurons at the same time, while the mouse is sniffing, mounting, or attacking another mouse.

Gratifyingly, we found that the Esr1+ neurons were indeed activated when the mice were attacking another male mouse. However, we found that these neurons didn’t fire only during attack; rather, they exploded in activity the moment a male intruder was introduced into the resident’s cage, and their activity fluctuated up and down throughout the duration of the social interaction, until the intruder was removed. While the level of activity was highest when the mouse was engaged in all-out fighting, blips of activity could also be seen during the initial sniffing and investigation phase.

Surprisingly, when we looked at the activity of each individual neuron, one by one, there were relatively few cells that fired exclusively during attack. Rather, most of the cells were active all the way through the encounter, starting from the initial sniffing and investigation to the attack. Many of the neurons continued to be active, moreover, even after the animal stopped attacking—as if their activity reflected some kind of persistent state. Was this a neural representation of anger, culminating in attack but continuing to simmer even after the fight had ended? Or was it simply a representation of the continued odor of a male in the cage? At the very least, these observations suggested that the VMHvlEsr1 neurons don’t simply control attack behavior but likely function more broadly to control different phases of a social encounter between two males.

SURPRISINGLY, WHEN WE IMAGED the Esr1+ neurons in the same mice during an encounter with a female, a very different picture emerged. For one thing, a different set of neurons was activated. Silently intermingled with the neurons that were activated during a social encounter with a male, they suddenly burst into life when the animal was confronted with a female, flickering brightly as he sniffed her head and ano-genital region. Each time the male was confronted with a different female, the same set of neurons was activated; similarly, each time he encountered another male, the other set of neurons was activated. In fact, the activation of these male- and female-responsive neurons was so reproducible that we could train an AI algorithm to predict whether the intruder mouse was a male or a female just based on the pattern of neural activity in the mouse’s brain, within seconds of introducing the intruder into the cage.

This was an unexpected finding, given the results we had obtained by activating or inhibiting these cells using optogenetics. Those experiments told us that these Esr1+ neurons in the VMHvl causally controlled aggressive behavior. But the imaging experiments were telling us that these neurons, as a population, also encoded the sex of an intruder mouse—or at least that we scientists could infer the sex of the intruder from their activity. (Of course, just because we human observers could infer the intruder’s sex by looking at this part of the brain through a fancy miniature microscope didn’t mean that the mouse’s brain was doing the same thing; that was an assumption.)

Nevertheless, these observations did force us to consider the possibility that one major function (if not the only function) of these VMHvlEsr1 neurons was simply to detect and recognize the sex of an intruder mouse. If so, then perhaps the reason a male mouse became aggressive when we stimulated these neurons is that it “thought” it was smelling a male—and if it thinks it is smelling a male, then it’s programmed to attack any mouse in front of it, even if that mouse is female. But that explanation seemed less likely because optogenetic stimulation of the Esr1+ neurons could get the mouse to attack not only a female mouse but also an inflated latex glove—something that in no way physically resembled a mouse. This observation suggested instead that the VMHvlEsr1 male-activated neurons might be encoding an internal state of aggressiveness that made it attack any object in front of it (more on this in Chapter 8).

What about the female-selective neurons among the VMHvlEsr1 population? We found that these cells were strongly active only at the beginning of a male’s encounter with a female: as the encounter progressed from sniffing to mounting and intromission, the cells became progressively less active, until they went radio silent at the moment of ejaculation.2 This suggested that these female-responsive Esr1+ neurons in the VMHvl might be helping the male’s brain to distinguish a female from a male, and to get the mating show on the road, so to speak. Once the male got to the mouse equivalent of “second base,” however, these female-responsive neurons in VMHvl were apparently no longer needed, and dropped out of the copulatory chorus swelling in the male’s brain (as well as in certain other of his body parts). Consistent with this interpretation, Nirao Shah’s experiments showed that selectively killing the entire zip-coded VMHvl population in males not only eliminated their aggressiveness but also reduced male mating behavior, a result we later confirmed using a reversible silencing method. (However, neither of these experiments specifically targeted the female-responsive subpopulation, so they didn’t prove that only the female-activated neurons were required for mating—although it made sense to think so.) Whatever the explanation, the results revealed that neurons that control sex and those that control violence are closely intermingled in the same tiny region of the mammalian brain.

WHAT ABOUT AGGRESSION IN female mice? Is it also controlled by Esr1+ neurons in the VMHvl? In mice, female aggression is more complicated than male aggression. Once they have had sexual experience, male mice are aggressive all the time. In contrast, virgin females are not aggressive toward males but rather sexually receptive; they become aggressive only when they are nursing their pups. After the pups are weaned, female mice lose their aggressiveness and revert to sexual receptivity so they can mate again. Like male mice, females have Esr1+ neurons in the VMHvl. When we first discovered that optogenetic activation of VMHvlEsr1 neurons in male mice could promote aggression, we tried the same experiment in females, but it didn’t evoke any attack, just sniffing. However, we did not try the experiment in lactating mothers. Several years later, Dayu Lin at New York University showed that if you activated those Esr1+ neurons in lactating mothers, it did promote aggression while in non-maternal females it did not (consistent with our results). Evidently, the state of the brain changes during lactation in a way that promotes aggressiveness.

AT THE SAME TIME that lactating females become aggressive, they lose the sexual receptivity they show as virgins (in order to get pregnant in the first place). Where is this sexual receptivity controlled, and how is it lost in nursing mothers? The data point, once again, to the estrogen-receptor-expressing neurons in the VMHvl. Classic studies in the late 1970s and 1980s by Rockefeller University neuroscientist Donald Pfaff implicated VMHvlEsr1 neurons in lordosis behavior, a posture of sexual receptivity in which the ano-genital region is elevated to facilitate mounting by a male. In 2017, Dayu Lin showed that the Esr1+ cells that control aggression in females and the cells that control mating are located in anatomically distinct regions of the VMHvl, and are probably distinct flavors of Esr1+ neurons (a proposal we recently verified directly). In virgins, apparently, the mating neurons are active and the fighting neurons are not; in lactating females, the reverse occurs.

How this cyclical change in female aggressiveness occurs in the brain is not understood. However, pregnancy, birthing, and lactation are all accompanied by changes in the levels of many hormones in mammalian mothers, such as prolactin. It is possible that these hormones change the properties of Esr1+ neurons in the VMHvl, or of other neurons in other parts of the brain, to make females aggressive in order to protect their pups. However, which hormones are involved, what neurons are affected and in which part(s) of the brain, how the neurons’ properties change, and how these changes lead to maternal aggressiveness are all fascinating but as yet unanswered questions.

THE STUDIES JUST DESCRIBED reveal that both male and female mice contain distinct subsets of Esr1+ neurons in the VMHvl that are active during fighting or mating. As discussed in Chapter 5, in male fruit flies P1 neurons—which number just 12–15 cells on each side of the brain, not 2,000 as in the VMHvl in mice—also control mating and fighting. More recent studies suggest that female flies also contain different “flavors” of a neuron type, called pC1 cells, that control their sexual receptivity and aggression. It is remarkable that in both mice and fruit flies—creatures separated by 500 million years of evolution—the brain contains small populations of closely related and anatomically neighboring neurons that function in aggression and mating behavior (and possibly in both). Why this should be true is not yet clear. On the one hand, mating and aggression are closely related behaviors that share several features in common, including approach, close investigation, and even biting in some species. On the other hand, they are fundamentally distinct: one is aimed at creating life, the other at destroying it. Therefore, it is critical for the brain to maintain mutual exclusivity between these opposing behaviors. Perhaps the close anatomical relationship between the neurons that control aggression and mating reflects and facilitates this dual control.

Recall that in male flies, most of the aggression-promoting neurons we discovered are sex-specific; they are not found in female fly brains (Chapter 4). Female flies also have sex-specific neurons that control their aggression. Whether mammalian brains also contain sex-specific neuronal cell types, however, was not known. Through molecular “fingerprinting” of VMHvl cell types in male and female mice, we found that this population contains rare, sex-specific subtypes of Esr1+ neurons. The Esr1+ cell type that is most strongly activated during male aggression is male-specific. Conversely, in recent work we have found that the female-specific VMHvlEsr1 neuron type is activated during mating and controls female sexual receptivity. Although it was well-known, from the work of Stanford’s Nirao Shah and others, that male and female VMHvl and related brain regions differ in their gene expression and cell number, the discovery of sex-specific neuronal cell types in the mammalian brain was unexpected. Whether the Esr1+ neurons in female mice that control their aggression are different in some way from those that control aggression in males is not yet clear. Whatever the case, evolution has apparently arrived at similar solutions to the control of sex and violence in males and females of widely divergent species.

BY NOW, SOME OF you may be wondering why neurons that control aggression in males express the estrogen receptor. Isn’t male aggression controlled by testosterone? Isn’t estrogen a female hormone that controls sexual reproduction, motherhood, and other good behaviors? Actually, it’s more complicated than that. Work from numerous labs (including Nirao Shah’s) has shown that many of the effects of testosterone on male behavior depend on its conversion in the brain to estrogen. In fact, aggressiveness in a castrated male rodent can be restored by implanting it with a source of synthetic estrogen. Given that, it makes good sense that aggression neurons in males are loaded with estrogen receptors. In fact, studies have shown that knocking out the estrogen receptor gene in the VMHvl strongly reduces male aggression in mice. These findings have been known to the scientific community for years.3 Despite this, the myth that male aggression is exclusively controlled by testosterone (and the corollary that estrogen has nothing to do with it) persists in the public imagination.

The fact that aggression neurons in male mice express and depend on the estrogen receptor could have real-world implications for humans. The conversion of testosterone to estrogen in the male brain is performed by an enzyme called aromatase. Inhibitors of aromatase, which block the production of estrogen from testosterone, are known to inhibit aggressiveness in many animal species. These drugs are commonly used in humans as adjuvant chemotherapy for breast cancer in females. Surprisingly, they have never been tested for their ability to inhibit aggression in males. It would be worth considering whether these drugs (which are generally safe and well tolerated) might work to reduce irritability and aggressiveness in humans as well.

All of this speculation assumes that estrogen-receptor-expressing neurons in the VMH control aggressiveness in humans as well as in mice. Is that true? In the next section we’ll find out.

DRILLING DOWN TO IDENTIFY a specific, genetically identified population of neurons in the mouse hypothalamus that controls aggression is all very well and good, but as always, we need to ask ourselves: Does this have any relevance to humans? Do humans have VMHvlEsr1 neurons, and if so, do they control aggression in our species? We do not know the answer to either of these questions yet, but there are several reasons to think that it is likely to be yes in both cases. First, the hypothalamus is one of the most evolutionarily ancient regions of our brain. Homologous structures can be found not only in other mammalian species (monkeys, cats, dogs) but also in birds and reptiles. Indeed, in the popular press, it is common to refer to the hypothalamus and related deep subcortical structures collectively as the “reptilian brain” (although this is a misnomer). However, whether the human hypothalamus has VMHvlEsr1 neurons—or indeed, whether it even has a structure homologous to the VMH—is currently not clear because of the surprising dearth of anatomical data on the human hypothalamus.

The study of the human hypothalamus will, however, soon become reinvigorated by single-cell RNA sequencing (scRNAseq) technology. This technology allows researchers to identify and distinguish different brain cell types according to their pattern of gene expression. Unlike brain scanning, which is difficult to perform on small structures located deep in the human brain like the hypothalamus, scRNAseq can be applied with equal ease to virtually any brain region of interest. Indeed, there are massive projects underway, funded by the NIH BRAIN (Brain Research Advances through Innovations in Neurotechnology) Initiative established in 2014 by President Obama, to identify and map all the cell types in the mouse brain by scRNAseq. This scRNAseq technology can also be applied to human and non-human primate brain tissue, and projects to create brain cell type atlases in these species are already in progress as well.

Collectively, these studies are beginning to answer the question of whether mouse, monkey, and human brains contain the same or different neuronal cell types in various brain regions. Current studies in the visual cortex have identified some cell types shared across these species, but others that are different. However, since the cortex has evolved very rapidly in the primate lineage in comparison to rodents, one might expect to find a lot of new cortical cell types in humans. In contrast, there might be more shared cell types between humans and other mammalian species in evolutionarily ancient brain regions like the amygdala and the hypothalamus. That said, it is important to bear in mind that our so-called reptilian brain did not stop evolving with reptiles: it has evolved in parallel with other brain regions it is connected to, including the cortex. So it is possible that human and mouse hypothalamic cell types exhibit as many differences as human and mouse cortical cell types. We’ll know the answer soon.

Suppose that in a couple of years we find out that yes, humans have roughly the same types of Esr1+ neurons in their VMH as do mice. Would that prove that these neurons control aggression in humans? Not necessarily; they could have evolved to have different connections and different functions in our species. The only way to know for sure would be to activate or inhibit those cells in humans. However, it would not be ethically permissible to perform optogenetic stimulation of VMHvlEsr1 neurons in humans, as we do in mice, just to satisfy our curiosity. And looking for hotspots of brain activity in the human hypothalamus during aggression is difficult to do because it is small and because evoking aggressive behavior in a brain scanner, where subjects are confined inside a narrow tube, is challenging.

So, is there any other evidence to suggest that aggression might be controlled by cells deep in the human hypothalamus? Yes. In the 1960s, rare patients were described who had developed unusually high levels of aggressiveness and were later found to have tumors in their ventral hypothalamus. (This finding gave rise to the speculation that the “Texas tower” sniper Charles Whitman killed sixteen people and wounded dozens more in Austin, Texas, in 1966 because he had a brain tumor.) However, not all patients with tumors in their hypothalamus show increased aggression. Nevertheless, a laboratory in Japan reported in 1970 that surgically destroying the posterior hypothalamus (a region containing the VMH, but other structures as well) in several human psychiatric patients resulted in a marked decrease in aggression and irritability. Therefore, there is at least anecdotal evidence that in humans, as in mice, the ventromedial hypothalamus indeed plays a role in aggression.

DESPITE HAVING SPENT MOST of this and the previous chapter telling you about efforts to identify neurons that control fighting in a single brain region, I don’t want you to get the impression that a behavior as complicated as aggression is controlled by a single region or cell population in the brain. Rather, aggression is controlled by a network of brain structures, of which the VMHvl is only one prominent member (Figure 7-2A). Our anatomical studies have shown that VMHvlEsr1 neurons fan out to project to more than 30 different brain structures, and receive inputs from a similar number of regions (Figure 7-2B). Other structures that connect with VMH and that have now been shown to function in aggression include portions of the amygdala, the ventral pre-mammillary nucleus, the lateral septum, and the periaqueductal gray. Thus aggression seems to be controlled by the brain in a distributed (but not diffuse) manner. How all these regions interact, and their functional roles in controlling aggression, is an extremely challenging problem that awaits the development of new techniques for studying brain activity at a global scale.

Cracking open a brain network that controls aggression in mice, a mammalian species whose brain is anatomically similar to ours, was an important advance that has led to an explosion of research in the field. But did it lead us to understand anything about how the brain controls the internal state of anger and rage? In Chapter 8, we’ll find out.
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Figure 7-2. Aggression circuits in the mouse brain. (A) Illustrated is a side-view (sagittal) section. The rectangles illustrate brain regions containing thousands of neurons, including specific cell classes such as Esr1+ neurons. Arrows indicate connections (excitatory, inhibitory, or both). An expanded view of the hypothalamus (Hypo) is shown, indicating the VMHvl (gray hexagon) and its interconnections with the medial preoptic area (MPOA) and ventral pre-mammillary nucleus (PMv). Abbreviations: (A) LS, lateral septum; BNST, bed nucleus of the stria terminalis; MeA, medial amygdala; Str, striatum; MOB, main olfactory bulb; AOB, accessory olfactory bulb; mPFC, medial prefrontal cortex; Hip, hippocampus; PAG, periaqueductal gray; VTA, ventral tegmental area; COAp, posterior cortical amygdala. Redrawn with modifications from Lischinsky JE, Lin D. 2020. Neural mechanisms of aggression across species. Nature Neuroscience 23:1317. This diagram compiles the work of many different laboratories over the last ten years. (B) Schematic summarizing “fan-in/fan-out” architecture of VMHvl inputs (left) and outputs (projections; right). Abbreviations as in A, but not all are listed. Note that many of the inputs are also outputs, indicating a high degree of feedback (recurrence) in the system. Reproduced from Lo L et al. 2019. Connectional architecture of a mouse hypothalamic circuit node controlling social behavior. Proceedings of the National Academy of Sciences USA 116:7503.






Footnotes


i Certain genes (called immediate early genes, or IEGs) are turned on in neurons when they are electrically activated, and remain turned on for one to two hours afterward. If you stain brain slices with an antibody to an IEG, you can see which neurons were active just before the animal was sacrificed.


ii Shah marked the VMHvl neurons using a genetic zip code from the progesterone receptor gene, which is expressed by neurons that also express the estrogen receptor.


iii Male mice normally sing when they mount a female but do not sing when they mount another male. The type of mounting triggered by optogenetically stimulating the Esr1+ neurons was not accompanied by singing; indeed, it suppressed singing in response to females.
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CHAPTER 8

Are Aggressive Mice Angry Mice?

WHEN TWO MALE POLAR BEARS ARE TEARING each other apart, are they angry? Your intuition might be “Of course—isn’t it obvious?” But what about fighting cocks? “Probably?” Siamese fighting fish? “Maybe?” What about fighting fruit flies? “Are you crazy?” Whether or not you share this intuition, a widespread assumption is that the closer an animal species is to us humans, in evolutionary terms, the more likely it is to have emotion states similar to those we have. While that may seem like a reasonable hypothesis, there hasn’t been an easy way to objectively test it. If we can’t tell, just by looking at them, whether fighting fruit flies are angry insects or just little programmed robots, then who’s to say the same isn’t true of Siamese fighting fish, roosters, or polar bears? Conversely, if we’re willing to attribute an internal state of anger to fighting polar bears, then why shouldn’t we be willing to make the same attribution to insects, as Darwin did?1 The simple fact is that we just don’t know because we haven’t had an objective way to decide.

Extending Darwin’s view, a few scientists who have devoted their careers to the study of animal affect (emotion state or mood), such as the late Jaak Panksepp, have simply asserted, as a working hypothesis, that animals do have emotions.2 Panksepp hypothesized that there were several basic affective states motivating innate animal behavior, which he called SEEKING, RAGE, FEAR, LUST, CARE, PANIC/GRIEF, and PLAY (Figure 8-1). He mapped these affective states to different brain regions, largely based on electrical brain stimulation experiments. To do this, he used a type of learning paradigm called “conditioned place preference” or “conditioned place avoidance”—the ability of an animal to learn to approach or avoid a certain place (defined by its smell, visual properties, texture, etc.) based on the association of that place with something the animal perceives as good or bad, respectively.

Panksepp assumed that if stimulating a particular brain region caused an animal to learn to approach or avoid the place where that stimulation occurred, then that stimulation must have made the animal initially “feel” good or bad in that place, respectively. However, as discussed in Chapter 3, there are other ways to interpret such “conditioned place preference/avoidance” experiments without assuming that the animal associated a particular place with an internal emotion state. For example, if a male mouse preferred a chamber where he previously mated with a female over a neighboring chamber where he did not, it could just be that the animal learned to associate features of the preferred chamber (its smell, texture, visual cues, etc.) with the smell of a female. Therefore, place conditioning experiments cannot definitively determine whether stimulating a given brain region controls an emotion state. Furthermore, it’s clear that emotion states can be evoked in the absence of learning, as shown in laboratory-bred mice that freeze when exposed to a rat for the very first time (Chapter 3).

How, then, to get at the question of whether aggressive behavior in animals is accompanied by internal brain states, which may produce in humans the subjective feelings we call “annoyance,” “anger,” or “rage”? In this chapter, we will first examine evidence of internal motivational and arousal states associated with animal aggression. We will then ask whether applying the concept of emotion primitives, discussed in Chapter 2, can yield additional insight into internal states of aggressiveness. In particular, we’ll see whether emotion primitives are a meta-property of both aggressive behavior and of the brain activity patterns that cause aggression, as we saw in the case of fear (see Chapter 3). Finally, we’ll see whether there is any evidence that different types of aggressive behavior in mice (e.g., offensive, defensive, predatory) may be associated with different types of internal states.
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Figure 8-1. Basic affective states of animals underlying innate behaviors, as hypothesized by Panksepp. The capitalized terms in the bubbles denote the states; RAGE is hypothesized to underlie aggression. In later versions of this model, he expanded these states to include others, such as LUST and PLAY (see text). Reproduced with permission from Panksepp J. 1998. Affective Neuroscience. Oxford University Press.





ALTHOUGH EXPERIMENTAL PSYCHOLOGISTS MAY disagree about whether “emotion” can be studied in animals, most of them concur that one can study motivation in mice and rats. The reason is that they have achieved a consensus on an experimental learning paradigm, operant conditioning, that can be used to assess an animal’s motivation—defined as its willingness to work for a reward. Recall that in operant conditioning, an animal learns to perform a task—ideally one that is not a natural behavior, like pressing a lever or poking its nose into a dark hole—in order to obtain a reward. The more lever presses the animal is willing to perform to get its reward, the more “motivated” it is (for more details, see Chapter 2).

An implication of this view is that if an animal can’t learn to perform an operant task, then there is no way to determine rigorously whether it has “motivation.” For example, food-deprived flies are clearly in a different internal state than fed flies, a state that most investigators would call “hunger” and which is a type of motivational state. However, according to Vince Dethier (an expert on fly feeding and author of the classic monograph The Hungry Fly), one should refrain from attributing hunger as a motivational state to flies unless the flies can be shown to learn an operant task driven by this state. In the roughly 60 years since Dethier wrote his book, no one has convincingly demonstrated operant conditioning for a food reward in flies; so, according to Dethier’s strict definition, no one has shown that flies have “hunger.” By contrast, a food-deprived mouse or rat will learn to press a lever to obtain a food reward. According to psychologists, this demonstrates that mice have hunger—the motivation to find and consume food.

A sharp reader will immediately see the problem with this operational definition of motivation: If a fly can’t learn to perform an operant task where food is the reinforcer (another term for “reward” that in this context is less ambiguous), does that mean that it lacks a central motivational state of hunger altogether? Or does it rather mean that the operant task is simply too complex and/or ecologically irrelevant for the fly’s brain to learn?i In other words, does the fly have no motivation, or is it simply incapable of learning that particular behavior? After all, even laboratory mice may need hundreds or thousands of training trials, over many days or weeks, to learn to consistently press a lever to get a reward. This illustrates the difficulty that arises when internal states are studied using learned behaviors, especially behaviors that are artificial and unnatural for an animal (like learning to press a lever for a reward). Furthermore, there is no easy way to use operant conditioning to study internal states while animals are performing an innate (unlearned), naturalistic behavior—a mouse can’t simultaneously mate or attack and press a bar it has learned to activate when a light goes on. Researchers can only assess the level of motivation an animal has to engage in such a behavior before it begins.


These limitations notwithstanding, efforts have been made to apply operant conditioning to the study of fighting in animals, as a means of identifying an underlying aggressive motivational state. Studies since the early 1960s have shown that various species, including fish, birds, rats, mice, and monkeys, will learn to perform an operant task (e.g., press a lever) when that behavior is reinforced by being given the opportunity to attack an opponent. For example, pioneering work by Tufts neuroscientist Klaus Miczek has shown that male mice will learn to poke their nose into one of two ports on cue (usually a tone or a light) for the opportunity to defeat a subordinate male “intruder” mouse introduced into their home cage immediately after nose-poking.ii Taken at face value, these data indicate that at least some forms of aggression are rewarding, or positively reinforcing, to a mouse: in other words, male mice are willing to do “work” to gain the opportunity to fight (at least when they win). By this criterion, operant conditioning tests can be used to measure the strength of an animal’s aggressive motivation (or at least of its “aggression-seeking” behavior).iii


There are some caveats that should be borne in mind when considering these types of experiments, however. First, it can be difficult to distinguish whether the reinforcement the animal receives after poking its nose into the port is actually the act of fighting itself or simply the opportunity to investigate and interact with a novel conspecific. Mice used in these tests have typically been socially isolated for weeks, and such animals may become highly motivated to interact with any fellow member of their species, whether that contact ultimately leads to fighting, mating, or playing. Work by Salk Institute neuroscientist Kay Tye has shown that isolated mice release large amounts of dopamine into their brain when allowed to reengage socially with other mice.

This alternative interpretation is difficult to exclude experimentally. The only way to rule it out is to use an intruder that the animal does not want to (or cannot) attack and see if the animal will continue to poke its nose into the port for the opportunity to interact with it. But this is typically done using a larger and more aggressive intruder. Indeed, under those conditions, once the subject animal is beaten up a few times by the intruder, it will stop poking its nose into the port for the opportunity to interact with it. But it’s difficult to say whether that’s because mere social interaction without fighting and winning is, by itself, not sufficiently rewarding or because the mouse has become afraid of the intruder and no longer wants to play the nose-poking game.

Those caveats notwithstanding, the nose-poke test has been used to investigate whether the VMHvl, the brain region that promotes attack when optogenetically stimulated (Chapter 6), also promotes a state of aggressive motivation. Experiments performed by Annegret Falkner and Dayu Lin at New York University showed that once a mouse has been trained to nose-poke for the opportunity to fight, optogenetically stimulating the VMHvl will make the mouse initiate nose-poking more rapidly following the cue (light) onset than it would without stimulation. Furthermore, electrical recordings indicated that some VMHvl neurons were specifically activated during the nose-poking behavior itself. These results suggest that the VMHvl does not directly (or at least exclusively) control attack motor behavior, consistent with the brain imaging data discussed in Chapter 7. Rather, it controls the motivation to seek out and engage in aggression in a setting where aggression (or its consequences) is rewarding.

This finding adds to the evidence indicating that by initially identifying brain regions that control aggressive behavior, one may gain access to neurons that control the internal states that control the drive to engage in this behavior. Interestingly, more recent studies by National Institutes of Health neuroscientists Scott Russo and Sam Golden showed that the reinforcement provided by the opportunity to fight is dependent on dopamine circuitry, as with other reinforcers such as food or water. This suggests that a common state of reward or reinforcement in the brain is engaged by aggression, feeding, and drinking. However, it’s not possible to tell from this kind of experiment which aspect of the aggressive behavior is rewarding: Is it the fighting itself, or the state of social dominance that a male mouse achieves by defeating his rival? Furthermore, this method can’t be used to measure the animal’s waxing and waning level of aggressive motivation once a fight has been initiated, since that would require interrupting the fight to coax the mouse to reengage in the nose-poking task. Rather, it can only be used to gauge the animal’s initial motivation to seek out the opportunity to fight. Nevertheless, taken at face value the data would seem to suggest that male mice find the prospect of defeating a subordinate male as enticing as the opportunity to consume a bite of cheese or a sip of sugar water.

IF OPERANT CONDITIONING CAN only be used to study motivational states associated with forms of aggression that are rewarding to the mouse, then how can one study internal states underlying forms of aggression that are not self-reinforcing, such as those elicited by threats—for example, “defensive rage” of the type elicited by Dr. Hess in cats? Classic experiments by German neuroethologist Walter Heiligenberg in the 1960s addressed this question in fish. Normally, adult male fish will attack another adult male but not a juvenile male. If, however, one puts a glass partition in the aquarium, with an adult male and a juvenile on one side of the partition, and then introduces another adult male on the opposite side of the partition, something different happens: the male being tested will eventually attack the juvenile fish.

Clearly, the presence of an unfamiliar conspecific male fish has triggered some state of agitation or arousal in the other male fish (recall my cat Buster’s reaction to the unfamiliar tomcat in the yard, which he saw through the glass door). Lacking the ability to attack that strange male (because of the glass partition), the male fish directs his aggression toward the nearest thing he has access to: a younger, weaker, or subordinate conspecific that normally would not pose a threat (in Buster’s case, my other cat, Serafina). Ethologists refer to such a phenomenon as “displacement behavior”: an animal that has an internal drive to perform a behavior but lacks the normal outlet (target) for this drive “releases” this drive onto another target. As mentioned in Chapter 1, the Nobel laureate ethologist Konrad Lorenz famously described such a “drive state” metaphorically as a vessel (in the animal’s brain) filled with a fluid that creates pressure on “release valves.” Any target object (external stimulus) that can “release” the valve causes the fluid to flow out of the tank, which then activates the brain circuits that control the behavior. Furthermore, as the volume of fluid in the tank increases, so the theory goes, there is more pressure on the release valves. Therefore, an external stimulus (“releaser,” in the jargon of ethology) that would normally be too weak to open the valve if the tank was only partially full is able to open the valve on a completely full tank, releasing the pressure that drives the behavior. While it is still not clear what brain process corresponds to the “hydraulic” mechanism postulated by Lorenz, it has nevertheless been a useful metaphor (see also Chapter 2).

A neuroscientist might refer to the same phenomenon using the term “aggressive arousal.” The central feature of arousal, physiologically defined, is that an animal becomes more sensitive to external sensory stimuli, so that weak stimuli, which would ordinarily not provoke a response, are now able to do so. For example, if you drink several cups of coffee because of the arousing effects of caffeine, you may jump if you suddenly hear an unfamiliar sound, whereas if you were not caffeinated, you might simply turn your head or not respond at all. Similarly, if you are returning home from work in a state of anger because your boss said something derogatory about your job performance and you bump into someone on a crowded subway, you may lash out and curse at them rather than just saying “excuse me.” Generic arousal makes us hypersensitive to sensory stimuli in our surroundings; that makes it easier for weak stimuli to trigger the behaviors that they control.

But is there such a thing as a specific state of “aggressive arousal,” and if so, where and how is it encoded in the brain? Some neuroscientists, like Rockefeller University’s Donald Pfaff and others, have hypothesized a state of “generalized arousal” of the central nervous system, an overall state of heightened sensitivity that affects many behaviors—sort of how you feel after drinking a strong cup of coffee. Neuroscientists often attribute such generic arousal states to chemical neurotransmitters, or “neuromodulators,” such as dopamine or noradrenaline (the latter is also called norepinephrine). The neurons that release noradrenaline extend their fibers all over the brain, suggesting that they function as a kind of brain-wide “sprinkler system” that sensitizes many different circuits controlling different behaviors—just as watering a lawn makes many different kinds of vegetation grow. It is this conceptualization that has led to the popular view of the “emotional brain” as a “bag of chemicals,” and the idea that psychiatric disorders are due to “imbalances” in these brain chemicals (more on this in Chapter 10).

Yet both our subjective experience and experiments using causal neuroscience tools tell us that this view is, at the very least, oversimplified. For example, it just seems obvious that anger and sexual desire feel quite different. If arousal were a single (unitary) state, then every time you were sexually aroused, you would also feel aggressively aroused. (Indeed, some people apparently do.) But how can the specificity of these subjective feelings be reconciled with the view that arousal is a generic state, promoted by one or two neurochemicals sprinkled all over the brain? There are two answers to that question.

The first is that the “sprinkler system” view of arousal—a small group of neurons that spew chemicals such as noradrenaline all over the brain, in a manner that nonspecifically sensitizes many behavior circuits—may be incorrect (or only partially right). For example, fruit flies have a noradrenaline-like brain chemical called octopamine, which is thought to be involved in insect arousal—including arousal underlying aggression (see Chapter 5). Like noradrenaline fibers in mammals, octopamine fibers are distributed all over the fruit fly’s brain, making it look like a miniature sprinkler system for promoting generic arousal in insects.

However, recent studies have shown that these broadly distributed octopamine-releasing nerve fibers do not originate from a common set of neurons that send branching axons all over the brain, as you would expect of a simple sprinkler system. Rather, the octopamine network masks an underlying patchwork of distinct subtypes of octopaminergic neurons, each of which sends its axons to specific brain regions—like different sprinklers that each water a different part of a garden. Different subtypes of octopaminergic neurons could, therefore, mediate different forms of arousal during different behaviors—which could potentially explain why sexual arousal feels subjectively different from anger or rage in ourselves.

Consistent with this idea, we recently found a small set of aggression-promoting neurons in the fly brain that are activated by octopamine. These neurons do not control mating, walking, or other behaviors that are influenced by arousal. And work from the labs of Harvard neuroscientist Ed Kravitz and Peking University neuroscientist Yi Rao has identified specific subtypes of octopamine-releasing neurons in fruit flies that appear specifically to enhance aggressiveness in response to male pheromones. This suggests that a generic brain chemical such as octopamine can, nevertheless, be released selectively onto specific circuits to control behavior-specific forms of arousal. If this is true in flies, then it may be true in mammals as well; indeed, increasing evidence suggests that this may be true for dopamine in mice (and presumably in humans, too).

The second answer to the question of how different forms of arousal can be controlled by the release of generic neurochemicals in the brain is that this explanation is too simplistic to explain all instances of arousal. In this view, different forms of arousal are mediated by regional changes in the brain’s circuitry (i.e., its electronics), not in its chemistry. For example, University of Minnesota psychologist Michael Potegal has investigated aggressive arousal in hamsters and rats. Aggressive arousal in this case is defined by a phenomenon called priming, in which the effect of winning a first fight makes the animal more aggressive in subsequent encounters with other males. It is as if, once an animal has successfully attacked and defeated another, it becomes amped up for aggression. However, this effect lasts for about half an hour and then wears off. Potegal has shown that this effect can be reproduced by brief, intense electrical stimulation of the corticomedial amygdala.iv Since there are no dopamine- or noradrenaline-releasing neurons in this part of the amygdala, the amygdala must be promoting aggressive arousal in a different way.


One way in which the brain can create enduring internal states is by strengthening synapses at specific connections between certain brain regions. Such synaptic plasticity is thought to underlie learning and memory. Recent work from my laboratory has shown that the increased aggressiveness that accompanies repeated episodes of winning fights is accompanied by the strengthening of synapses that connect a part of the amygdala to the Esr1+ neurons in the ventromedial hypothalamus that promote aggression (Chapter 7). The strengthening of these synapses means that with each successful fight, it becomes easier for electrical signals originating in the amygdala to activate the VMHvlEsr1+ aggression-promoting neurons. The mechanism underlying this persistent synaptic strengthening, called long-term potentiation (LTP), appears similar to that used in the hippocampus during spatial learning but was previously not known to occur in the hypothalamus. These findings show that even an innate behavior like aggression can be modified by experience, and they pinpoint the synapses at which these lasting modifications occur.

When people hear about changes in the strength of neural connections, they tend to think about the brain as an electronic machine rather than as a chemical system. However, the observation that synaptic strengthening may underlie some forms of experience-induced increases in aggressiveness does not mean that “chemicals” are not involved. Indeed, our studies also showed that the increased aggressiveness that occurs when mice win a series of consecutive fights is associated with an increase in testosterone, often called the male sex hormone (but females have testosterone too). Injecting inexperienced male mice with testosterone not only made them more aggressive (as was already well-known) but also strengthened the synapses between the amygdala and the hypothalamus that control aggression. How increased testosterone causes a strengthening of these specific synapses is not yet understood. However, testosterone is known to change gene expression in neurons, and it could well alter the biochemical properties of certain synapses in a way that makes them persistently stronger.

This point illustrates how the “electrical” perspective and the “chemical” perspective are not two different ways of thinking about how the brain implements internal states. Rather, they are tightly linked mechanisms: chemicals like testosterone, dopamine, or serotonin act on specific types of neurons and their synapses to modify their electrical properties and connection strength; conversely, changes in neural activity can directly influence which chemicals are released in the brain, and where. Unfortunately, these two aspects of brain function have traditionally been studied by different subdisciplines of neuroscience, such as neurochemistry and electrophysiology. And the popular media (as well as some neuroscientists) have promulgated the view that cognition—thinking, deciding, and remembering—is controlled by the electronic brain while emotion and feeling are controlled by the chemical brain. These distinctions are barriers to fully understanding brain function, which need to be overcome if we are to make further progress.

Together, these studies illustrate how there may be many different brain mechanisms that may contribute to a phenomenon like aggressive arousal besides chemicals like dopamine or noradrenaline. In the end, however, arousal—whether behavior-specific or not—does not equate to an emotion state like “anger.” It may be a component of an emotion state; indeed, several emotion theorists, including British neuroscientist Edmund Rolls, have proposed “dimensional” models of emotions, wherein different types of emotion are located in a kind of Cartesian coordinate system whose axes (dimensions) are arousal and valence (positive or negative). In that model, different emotions can be categorized and distinguished from one another according to their relative levels of arousal and valence. Anger can certainly be a high-arousal, negatively valenced emotion state. Arousal is closely related to the emotion primitive of scalability. In the next section, we’ll discuss whether any other emotion primitives (see Chapter 2) are characteristic of aggressive behavior as well.

IN CHAPTER 2, WE described how meta-properties of innate behaviors, such as persistence, valence, scalability, and generalization, can be used to identify behaviors that likely express internal states with similar underlying properties. In Chapter 3, we showed that neural activity in the hypothalamus underlying fear (or “defensive,” if you prefer) behaviors itself exhibits such primitives. In other words, emotion primitives are features not only of externally observable emotional behaviors but also of the very brain activity that controls such behaviors in specific circuits. Is there any evidence that aggression displays such emotion primitives at either the behavioral or neural activity level?

We have already discussed examples of persistent aggressiveness. As mentioned in the previous section, Michael Potegal’s studies in hamsters identified a phenomenon called priming, in which a successful initial attack, or electrical stimulation of the amygdala, could make a male hamster more aggressive in a subsequent encounter. A similar phenomenon in rats was observed by Menno Kruk in the Netherlands and neuroscientist Josef Haller in Hungary. Kruk and Haller further observed that this persistent state of elevated aggressiveness was associated with a persistent elevation in the levels of certain stress hormones in the bloodstream, including glucocorticoid, a steroid hormone (also known in humans as cortisol). Moreover, Kruk and colleagues showed that blocking one of the receptors for this stress steroid during the animal’s first aggressive encounter prevented it from becoming more aggressive in subsequent encounters.

In unpublished work, we have been able to reproduce this aggression priming effect by direct optogenetic stimulation of the Esr1+ neurons in the VMHvl. In this experiment, these neurons are strongly pre-stimulated (primed) in a solitary mouse for two minutes. During this time, nothing much happens to the mouse; it wanders around its cage as if looking for something. The stimulation is stopped, and the mouse is allowed to sit undisturbed for the next 10 minutes. Then an intruder mouse is introduced into the cage, and optogenetic stimulation is again performed. Strikingly, attack toward the intruder mouse can now be evoked using a very low laser intensity that was originally too weak to evoke attack (prior to priming). This effect lasted about 20 minutes, then dissipated. Thus, activating VMHvlEsr1 neurons in a solitary mouse can trigger a persistent internal (latent) state of increased aggressiveness.

In addition to these persistent behavioral effects, there is evidence that aggression-promoting VMHvlEsr1 neurons are persistently activated during a natural fight encounter. When we imaged activity in these neurons during a social encounter with another male, we found that some of them became activated as soon as the other male was placed in the cage and that many of these neurons remained active for many seconds, whether the male was sniffing, attacking, or moving away. That observation suggested that this ongoing activity might reflect the internal state that was evoked in the mouse, when we introduced the intruder into his home cage. Persistent neural activity was also evoked even if we briefly exposed the mouse to an intruder held in the researcher’s hand for a few seconds and then removed it. This effect is similar to the persistent activation of the fear neurons that we observed in the VMHdm following the brief presentation of a rat, as discussed in Chapter 3. Thus, both “fright” and “fight” neurons show persistent activity.

In summary, if we define persistent aggressiveness as an internal state that, once triggered, increases the likelihood that an animal will engage in future aggression, then we clearly have some examples of this in rodents and even in flies (Chapter 5). We have also gained some initial insights into the brain mechanisms underlying such persistence. Synaptic strengthening and persistently elevated electrical activity in the VMH, as well as a persistent elevation of stress steroid hormones (cortisol) and sex steroid hormones (testosterone), have been implicated. Whether these effects are causally linked and how the duration of the persistent effect is controlled are important questions that have not yet been answered. But at least these questions are now framed in such a way that they can be addressed in the future, using the tools of causal neuroscience.

As we’ve seen, scalability is another key emotion primitive. Scalability refers to the ability of emotion states to vary in their intensity, which is associated with corresponding changes in the intensity or type of behavior that expresses that state (recall the flies that switch from running to hopping with increasing exposure to the Swat-O-Matic, in Chapter 1). This feature underlies one of the most challenging aspects of aggression that we want to understand, which is its ability to rapidly escalate. It is the propensity for escalation that makes human violence so difficult to contain and prevent. An event that occurred in Atlanta in June 2020, in which an initially peaceful interaction between two white police officers and a Black man who was found sleeping in his car and was arrested for intoxication rapidly escalated to physical violence and culminated in the man’s shooting death by one of the officers, is a sobering reminder of how quickly aggression can get out of control.

The escalation of aggressiveness in an encounter between two males in many animal species can be observed behaviorally as a transition from threat displays to contact aggression. For example, upon encountering a potential male opponent, male nuthatch birds fan out their tails, extend their wings, and sway back and forth; other species, such as birds of paradise, inflate their throats. Cats hiss, lay their ears flat, arch their backs, and puff up their fur to appear larger. Gorillas beat their chests, bare their teeth, emit bark-like vocalizations, swat the ground, and charge forward. In humans, of course, threats can be expressed verbally as well as physically (displaying an aggressive posture), but they can escalate to shouting and shoving. Recent studies from my lab have revealed insights into how such threat escalation can occur in fruit flies.

Threat displays in fruit flies involve several behavioral features that are common to threat displays in other organisms. These include rapidly orienting toward the opponent, charging it, and elevating the wings vertically, the last presumably serving to make the fly look bigger (Figure 8-2A). Through genetic and behavioral screens, we discovered a small cluster of neurons (just three to five cells on each side of the brain; Figure 8-2B) whose activity is necessary for flies to display all these features of natural threat behavior. Moreover, artificial (optogenetic) activation of these neurons is able to evoke all these behaviors in an otherwise non-aggressive fly.v Remarkably, the type of threat action that is evoked (Figure 8-2C) depends on the intensity of stimulation of the threat neurons: weak stimulation evokes orientation, stronger stimulation evokes orientation and charging, and still-stronger orientation evokes stable wing elevation together with orientation and charging (Figure 8-2D). This suggests that the intensity of an escalating threat encounter may be driven by an escalating level of activity in these threat neurons (although this is not yet proven). What causes that level of activity to increase is not yet clear. It may depend on sensory (visual or olfactory) cues of increasing intensity from the opponent fly, or on the threatening fly’s internal state.


Surprisingly, in fruit flies threat behavior does not inevitably precede contact aggression (lunging). Rather, dueling male flies appear to alternate between bouts of wing threat and lunging. Consistent with this independence of the two behaviors, silencing the threat neurons has no effect on the frequency of lunging. Therefore, in fruit flies, while threat itself can escalate from low- to high-intensity displays, it does not appear to serve the function of controlling the escalation to physical attack. Rather, it may be used by males to maintain their dominance once an opponent has been subdued, without risking defeat in another physical fight.
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Figure 8-2. Threat behavior in Drosophila. (A) Example of wing threat display. (B) Neurons that control threat display in the fly brain (dashed circles). Arrows indicate nerve fibers. Irregular dashed outline indicates background staining of the fly brain and is not related to the neurons. (C) Three actions used in threat display, from lowest (C3) to highest (C1) intensity. (D) Scalability in the triggering of different threat actions by optogenetic stimulation of the neurons in (B). Note that orienting turns toward the opponent, the lowest-intensity behavior (C3), and requires the lowest frequency of stimulation, while wing elevation, a high-intensity behavior (C1), requires a higher stimulation intensity. Reproduced with permission from Duistermars BJ et al. 2018. A brain module for scalable displays of complex, multi-motor threat displays. Neuron 100:1474–1490.





We have also observed evidence of scalable (escalating) neuronal control of aggressive behavior in mice. Male mice do not exhibit elaborate threat displays, unlike some other species. However, they rattle their tails prior to an attack, chase their opponent, and occasionally mount him (a type of dominance display) before transitioning to biting. Remarkably, these different behaviors can be evoked by gradually increasing optogenetic stimulation of VMHvl Esr1+ neurons. As described in Chapter 7, low-intensity stimulation evokes aggressive sniffing, dominance mounting, and occasionally tail-rattling while high-intensity stimulation evokes attack (Figure 8-3B, C). Thus, in mice, as in flies, varying the intensity of artificial neuronal stimulation can evoke aggressive behaviors of different intensities at different thresholds—a critical feature of scalability.

This scalability of aggressive behavior appears to be reflected in the activity of VMHvl neurons. In recordings of neural activity made with electrodes implanted in the VMHvl while male mice were interacting with an intruder male, we observed a tendency of electrical activity in these neurons to “ramp up” (escalate) to a high level during sniffing, just prior to attack. In contrast, sniffing episodes that did not lead to attack showed a less pronounced ramp-up (slower and weaker). This observation suggests that a critical threshold level of neural activity has to be reached in the VMHvl before attack will occur.

How is this ramp-up in VMHvl activity communicated to other parts of the brain to control the release of aggressive behavior? Recent work by Zhejiang University neuroscientist Shumin Duan and his colleagues has identified one “downstream” target of VMHvl neurons that controls attack, called the substantia innominata (SI).3 As in the VMHvl, activity in the SI neurons appeared to ramp up during the period of investigation leading to attack, and was significantly higher during attack than during tail-rattling or other threat behaviors. Although the study did not show that weak artificial stimulation of the SI neurons could produce tail-rattling, mounting, or threat displays without attack, it did find different thresholds for eliciting different types of attack, with offensive and defensive aggression against males requiring the strongest levels of stimulation, followed by attack of females, infants, and prey animals (e.g., a cricket). Taken together, these data suggest that inter-male attack requires activity in the VMHvl and its target, SI, to rise above a high critical threshold, and that some forms of aggression (e.g., infanticide or predatory aggression) may have lower thresholds than others.
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Figure 8-3. Scalable control of aggressive behavior by VMHvl Esr1+ neurons. (A) Schematic illustrating site of optogenetic stimulation in the brain (gray light cone). (B) Video frames illustrating the different types of behavior that are evoked as the intensity of optogenetic stimulation of Esr1+ neurons is gradually increased. (C) Schematic illustrating how the level of activity of VMHvl Esr1+ neurons evokes low-intensity versus high-intensity aggressive behaviors; MT, mount; AT, attack; CI, close investigation. Modified from Kennedy A et al. 2014. Internal states and behavioral decision-making: Toward an integration of emotion and cognition. Cold Spring Harbor Symposia on Quantitative Biology 79:199–210.





While these data are suggestive of an underlying neural basis for the escalation of aggression, they leave open two important questions: What drives the activity in the VMHvl or SI to ramp up until it exceeds the threshold for attack, and what sets the threshold for attack? These two questions are important because differences between individual mice in their readiness to attack could reflect either a faster ramp-up to threshold or a lower threshold. Such mechanisms could also potentially explain why some people are more aggressive than others: either they have a shorter fuse (a lower threshold) or they have a faster-burning fuse (faster ramp-up).

We do not understand yet how this ramping-up of activity works. It could reflect some sort of positive-feedback loop between different brain regions, or between different neurons in the same brain region, that produces a “snowballing” effect. Alternatively, it could reflect the continued accumulation of sensory input from the target (opponent mouse) that is being stored up by the brain (an electronic version of Lorenz’s hydraulic model). An intriguing possibility is that both types of neural dynamics are involved.

Where and how the brain sets its thresholds for threat behavior and attack are also not yet clear. In principle, a threshold can be set according to how much activity is required to activate a neuron that controls a particular behavior. In this case, neurons that control threat behaviors would be easier to activate than neurons that control attack behavior. Such a threshold could, in principle, be determined by the properties of different classes of neurons within the VMHvl and/or the SI, or of neurons in different regions that are their targets, such as the midbrain periaqueductal gray (PAG). Studies by British neuroscientist Tiago Branco of PAG neurons mediating defensive responses show that they require a very high level of visual threat input in order to be activated and that their activation causes the animal to flee the threat. The same might be true for PAG neurons mediating aggression.

An important function of escalation in aggression can be understood in the context of game theory.4 Game theory is a branch of economics that is concerned with the strategies that individuals use to make decisions based on perceived risks, benefits, and uncertainty. From the perspective of game theory, threat displays can be viewed as a strategy for terminating an aggressive encounter before it escalates to physical violence. It makes evolutionary sense for an animal to first engage in a non-contact-mediated aggressive (threat) display, and if and only if that display fails to deter the opponent, then escalate to all-out fighting, with its associated risk of injury or death.

Correspondingly, it also makes neurobiological sense for the elicitation of threat behavior to require a lower level of input neural activity than that required to elicit physical violence because that makes it easier for the brain to activate threat than attack. Threat behaviors tend to occur when animals are at a distance from each other. Therefore, distance-dependent sensory cues (e.g., olfactory, auditory, visual) will be detected by an animal at a lower intensity (or concentration) than when it is face-to-face with an opponent. Lower-intensity sensory cues tend to activate the brain more weakly than higher-intensity cues. Therefore, if you want to deter an opponent from attacking you, it makes sense to have a threat control system that is sensitive to low-intensity signals from your opponent, so that your threat behavior can be triggered at a safe distance.

The same logic also applies to defensive behavior. It makes sense, from the perspectives of evolution, neurobiology, and game theory, for an animal to engage in freezing, a behavior that requires relatively little energy, before it engages in flight, which consumes large amounts of energy. Freezing serves the function of evading detection by the predator altogether: if you freeze, the predator may not see you and just amble on, and you can return to your business. It is a far safer strategy than running away once the predator sees you because the latter may run faster and catch you. And even if you do escape, you will have burned precious calories that need replenishing. So flight, like fight, is a costly response to a threat. These ideas have been encapsulated under the rubric of “predator imminence theory,” developed by UCLA behavioral psychologist Michael Fanselow. It is interesting that the VMHdm, which is adjacent to the VMHvl and has a similar structure, seems to control the scalability of defensive behavior in a way similar to how the VMHvl controls the scalability of aggression—another indication of the close anatomical and functional relationship between the VMH neurons that control fight or flight.

The subjective experience of anger also has a valence: for most people, it feels negative or unpleasant.vi Does aggression have a valence—in other words, is fighting rewarding or punishing? As mentioned previously, winning fights with a subordinate seems to be rewarding to male mice, judging by the operational criteria that a mouse will learn to poke its nose into a port for the opportunity to engage in such a fight. For this reason, offensive (or “proactive”) aggression has sometimes been referred to as “appetitive” (i.e., positively valenced) aggression. However, this may not generalize to all kinds of fighting, especially defensive aggression, in which an animal is protecting itself from attack, or maternal aggression, in which a nursing mother is defending her pups from an intruder. One might expect those forms of “reactive” aggression to have a negative valence, as such fights are usually accompanied by high levels of fear or stress. Indeed, the late behavioral scientist Robert Blanchard has argued that offensive aggression is suppressed by fear while defensive aggression is promoted (fueled) by it.


As mentioned at the beginning of this chapter, the valence of a stimulus (whether external or internal to the brain) can be determined by delivering the stimulus on one side of a two-chambered box. If the animal avoids the chamber where the stimulus was delivered—that is, if it retreats to the other chamber—the stimulus is considered to have a negative valence. If the animal prefers the chamber where the stimulus was delivered, the stimulus is considered to have a positive valence. If nothing happens, then the stimulus has no valence. Optogenetically activating the fear-promoting SF1+ neurons in the VMHdm in such a test reveals a clear negative valence for this stimulation (see Chapter 3). In contrast, when the same test is performed by activating the aggression-promoting Esr1+ neurons in the VMHvl, neither preference nor avoidance is observed. This suggests that the activation of these aggression neurons in males may not have any intrinsic valence, or alternatively that different subtypes of neurons within this population (see Chapter 7) may have opposite valences, which cancel each other out when the cells are simultaneously stimulated.

Feelings of anger can clearly generalize from one context to another: as noted earlier, if a colleague angered you at work and then someone bumps into you on the subway on your way home, you’re more likely to curse at them than to excuse yourself. Do aggressive states in animals have that property of generalizability? One way to ask that question is to investigate whether aggression triggered in one context can promote attack toward a target that normally would not provoke aggression. For example, male mice rarely if ever naturally attack female mice. However, if a female mouse is introduced into a cage whose resident male has recently engaged in an intense episode of fighting with a male intruder, the resident will sometimes attack the female. However, if one gives the male a chance to “calm down” following his attack experience (e.g., by being left alone in his cage for 5–10 minutes), then a subsequently introduced female is rarely attacked. This suggests that if fighting is intense enough, in some cases it may create a persistent state of aggressiveness, which can generalize to an innocent victim. Whether that state is generated in the VMHvl, the SI, or elsewhere in the brain would be interesting to discover.

IN HUMANS, ANGER AND aggression are not the same thing. We can be inwardly angry but not aggressive, and we can exhibit certain kinds of deliberate aggressive behavior without anger (e.g., military violence). But that does not mean that anger is not an important component of aggression in many cases. If feelings of anger in humans reflect our conscious experience of our brain’s internal aggressive state, it is important to investigate the existence and neural control of such states in animals, whether we believe they have conscious feelings or not.

The studies discussed in this chapter demonstrate that aggressive behavior in animals is indeed associated with specific internal motivational and arousal states that can be objectively measured and manipulated to control levels of aggressiveness. In addition, aggression exhibits emotion primitives: it can persist (it can outlast its inciting stimulus), it exhibits scalability (it can vary and escalate in its intensity), and it has a valence (at least in some cases). Aggressiveness can also generalize from one context to another. Thus, there is evidence that aggressive behavior is associated with at least a subset of emotion primitives. While it is premature to interpret that as evidence of “anger” in those species, at the very least it indicates that aggression is a far more complex and flexible behavior than one would expect from an automatic, pre-programmed stimulus-response reflex. Therefore it likely expresses an internal motive state, or “affect program,” in many organisms. The observation of persistence and scalability in the activity of neurons that control aggressiveness, in both mice and flies, indicates that we are getting one step closer to understanding how such emotion primitives are encoded by brains.

In the last few chapters, we have seen how the tools of causal neuroscience can be used to investigate the internal states underlying aggression and fear in the brains of mice and even fruit flies, with emotion primitives as a guiding conceptual framework. While this work is still at early stages, it is proceeding rapidly in many laboratories, and I expect advances to continue long after this book is published. In Chapters 9 and 10, we will see whether and how understanding the neural underpinnings of emotion states in animals can potentially help us to understand, diagnose, and possibly develop novel treatments for mental illnesses in humans.



Footnotes


i In fact, flies have been shown, by Martin Heisenberg and his colleagues, to be capable of learning an operant task to avoid punishment, but it is more difficult to train them to perform an operant task for a rewarding (positively valenced) reinforcer.


ii The term “intruder” refers generically to any animal that an experimenter introduces into a mouse’s home cage (where it is the resident), not to indicate any intention on the part of the introduced animal to “intrude” on the resident’s activities.


iii The astute reader will note the somewhat circular reasoning here: Why does a mouse learn to poke its nose into a port for the opportunity to attack? Because aggression is rewarding. How do we know that aggression is rewarding? Because a mouse will learn to poke its nose into a port for the opportunity to attack.


iv The corticomedial amygdala is a different part of the amygdala from the part that controls conditioned fear (Chapter 3) and is primarily involved in controlling instinctive behaviors in response to olfactory cues.


v Unexpectedly, stimulating these neurons does not make the flies more likely to exhibit physical attack. Apparently, in flies threat displays can be controlled by a neural circuit “module” that is distinct from that controlling physical attack.


vi Of course, there may be some individuals, or some circumstances, in which the feeling of anger may have a positive valence, as in “righteous” anger.
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CHAPTER 9

Fear, Anger, and Mental Illness

Spectrum or Separate Entities?

WHENEVER I COME HOME FROM WORK excited about a new result in the lab and explain the science to my wife, Debra (who is an IT project manager, not a neuroscientist), she usually looks at me quizzically and asks, “So, what are you going to do with that?” By that she means: What application or utility does this new knowledge have? Ever the pragmatist, she wants to know how that tidbit of new knowledge, which often took years of work, frustration, and failure to ferret out, is going to be useful.

That question often brings me up short and deflates my enthusiasm a bit. “Do?” I usually reply. “Why do I have to do anything with it?” Why can’t I just enjoy the new knowledge I’ve uncovered? Why can’t I just use it to frame the next question I want to ask about nature? Why does everything I find out necessarily have to have a use? Does discovering black holes have any practical use? Why isn’t my wife as excited about pure knowledge of the inner space of our brain as she is about knowledge of the outer space of our universe? The human brain is the most complex object that 3.5 billion years of evolution has produced on this planet. Isn’t figuring out something about how it works—even a relatively small tidbit in the scheme of things—worth celebrating? 

Of course, the two perspectives are not mutually exclusive. It’s certainly possible for discoveries in basic biology to both uncover beautiful solutions to nature’s complex mysteries and have practical applications that will better human health. Mike Brown and Joe Goldstein, of the University of Texas Southwestern Medical Center in Dallas, shared a Nobel Prize for discovering the molecular intricacies of how cholesterol metabolism is regulated. Their work was the foundation of a new branch of pharmacology that led to the development of statins, lifesaving drugs that millions of people (including myself) now take to keep their “bad” cholesterol under control. Is it possible that learning about the intricacies of the neural networks that control fear, anger, and other emotions in animals might produce knowledge that would be useful for human health and society?

In contemplating this question, one would first have to ask what unmet needs there are in human health or society that could potentially be filled through an understanding of the neuroscience of emotion. There are two general issues for which that question is relevant. One is whether achieving such a detailed neuroscientific understanding of emotion can improve our understanding of, and yield new and improved treatments for, otherwise intractable mental illnesses, like major depression, bipolar disorder, or schizophrenia.

The other issue is whether an understanding of the neuroscience of emotion should change the way we think about the relationship between “normal” human behavior and mental illness. For example, our society has a kind of double standard in the way it considers the relationship between different forms of violence and mental illness. When someone commits suicide—which at least some psychiatrists and psychologists consider an act of violence directed at the self—people readily accept that this behavior was probably caused by an underlying psychiatric disorder. But when someone shoots off hundreds of rounds into a crowd from a hotel room in Las Vegas, killing almost 60 people, a debate immediately arises as to whether this unspeakable act of violence directed at others reflects an underlying mental illness or not. A good-sized chunk of the population seems to think that the person was obviously crazy while another large chunk argues that such a person wasn’t mentally ill and that ready access to guns is to blame.1 (A third group may argue that both are true.)

As a medical layperson, I am confused: Why is it almost always considered mental illness when violence is directed inwardly at the self but quite often not mental illness when it is directed outwardly at others? Part of the reason is that psychiatry currently does not recognize or formally diagnose any specific mental illness whose primary symptom is a predisposition to carry out a mass shooting. Meanwhile, the epidemic of violence in our society continues, with a 30 percent increase in homicides in 2020 over the preceding year.2 Undoubtedly this epidemic in large part reflects the ease of obtaining firearms in the United States: in 2020 there were more than 43,000 gun violence deaths and more than 39,000 gun violence injuries.3 But is it also conceivable that, in at least some cases, a very specific type of mental illness could play a role as well—if only psychiatry could find a way to diagnose it? Even if this were the case, it would be consistent with the well-documented fact that the overwhelming majority of people who suffer from a mental illness are not violent.

The debate about the relationship between violence and mental illness has many different dimensions, not only psychological and behavioral ones but also sociological, legal, political, cultural, historical, moral, and religious dimensions. It would take an entire book to consider all these viewpoints in detail, and I certainly do not have the expertise to cover them.4 However, what is noticeable in most public discussions of this fraught topic is the absence of any perspective from basic neuroscience research.5

What can neuroscience bring to this important discussion? Neuroscience can help us to understand whether and how the function of the brain in controlling a basic emotion state is altered in a particular mental illness. In areas of medicine other than psychiatry, most illnesses are understood as disorders of physiological systems that normally have an important function in maintaining our body’s health. The more we know about the cause and consequences of a given disease—what doctors call its etiology and pathophysiology—the better position we are in to treat it. For example, we know that diabetes is a disorder of the pancreas, which normally functions to produce hormones that regulate digestion and control sugar levels in the bloodstream. Once medical science learned that diabetes is due to the inability of the pancreas to produce sufficient insulin, researchers realized that it could be treated by administering insulin to diabetics. Voilà.

In other cases, the distinction between normal function and dysfunction in disease can be more subtle. For example, our immune system normally keeps us healthy by protecting us from illnesses like COVID-19. It does this, in part, by deploying “natural killer” cells, which scour the body for tissues that display foreign proteins (proteins that are encoded by the genes of an infectious agent like a virus, not by our body’s own genes). Those infected cells are then killed, to prevent the virus from replicating in them and spreading to other cells in the body: they are sacrificed for the greater good of the organism. In order to be able to distinguish foreign from bodily proteins, the immune system has to learn to discriminate self from non-self. However, for reasons that still remain unclear, sometimes this self/non-self discrimination system fails and the immune system attacks normal, healthy cells, causing what are collectively referred to as autoimmune disorders. Type 1 diabetes is one example of such a disorder. Autoimmune disorders can be thought of as maladaptations of a system that is normally adaptive (i.e., one that keeps us healthy). While we do not yet have good treatments for autoimmune disorders (other than the blunt instrument of immunosuppressant drugs, which also reduce our body’s ability to fight infection), we at least know what is going wrong in the body in such disorders.

Such a distinction between adaptive and maladaptive function can apply to the brain as well. At least some mental illnesses can be thought of as maladaptations of emotion systems that are normally adaptive: for example, a healthy level of fear keeps us from trying to jaywalk across a street in heavy traffic or trying to climb Mt. Everest without any previous mountaineering experience. Indeed, psychiatry categorizes a number of specific mental illnesses whose symptoms include maladaptive fear, such as PTSD, panic disorder, and generalized anxiety disorder. In theory, such maladaptations could be either a cause or a consequence of the mental illness. Therefore, if we understood more about how the brain processes healthy (adaptive) levels of fear and anxiety, we might be able to understand better what is different about that processing in cases where those emotions have become unhealthy (maladaptive). Once we did, we could at least treat the symptoms of such mental illnesses more effectively or even prevent such disorders from occurring in the first place.6

Anger is as basic an emotion as fear. Like fear, it has an adaptive function (to protect our offspring, defend ourselves from a threat, and help us to succeed in a competitive world). If maladaptations of emotion systems that control fear and anxiety are associated with specific mental illnesses, it seems not unreasonable to think that maladaptations of emotion systems that control anger and rage could also be associated with specific mental illnesses. However, as mentioned earlier, psychiatry currently recognizes very few mental disorders whose primary symptom is uncontrolled anger and rage (a rare example will be discussed later). The reasons for this apparent avoidance are primarily societal rather than medical: a formal acknowledgment that certain types of violent individuals suffer from a mental illness would have major implications for the criminal justice system as well as for society in general—an issue I will return to later.

As I will show, there is growing evidence that an understanding of how the brain controls adaptive (healthy) fear can help us to understand better and treat mental illnesses that involve maladaptations of fear or anxiety. Similarly, if we understood more about the brain systems that control adaptive (healthy) anger and aggression, it could help us to better understand, diagnose, and treat mental illnesses that involve maladaptations of such systems—if psychiatry would be more receptive to the idea that such forms of mental illness may exist in the first place.

For some of you, the assumption that there is any relationship at all between the function of an emotion system that keeps us safe, happy, and successful and a mental illness might seem like a big jump. Is there scientific support for this idea? Do we know of any cases where a specific dysfunction in a brain circuit that controls a healthy, adaptive emotion underlies the symptoms of a psychiatric disorder? If so, which emotion system(s), and which disorder(s)?

LET’S START WITH FEAR, since it is currently the emotion system that is best understood at the neural circuit level. Normally, the ability to experience fear is healthy—it keeps us alive. In the language of psychiatry and psychology, we would call that adaptive. It means that the function of this emotion is to help us to adapt to rapidly changing circumstances. But when the fear system is activated too strongly, or for too long, it can interfere with our ability to lead a normal and productive life. In that case, we would call it maladaptive. Many psychiatrists believe that the level of activity (or reactivity) of emotion systems in people can lie along a spectrum of intensity. Part of this spectrum is adaptive, while part of it is maladaptive (Figure 9-1). Note that the continuous nature of this spectrum fits with the continuously varying nature of some emotion primitives, such as persistence and scalability (Chapter 2).

A number of well-known psychiatric disorders can be considered as maladaptations of the fear system. These include phobias, anxiety disorders, and PTSD. In individuals who suffer from these disorders, excessive fear or anxiety interferes with the person’s ability to function in a manner that maximizes their ability to thrive and survive in society. For example, people who develop extreme social anxiety, or agoraphobia, might be afraid to shop at a supermarket, to attend an important work convention, or even to leave their house.



[image: image]
Figure 9-1. Fear and anxiety can vary in intensity, duration, sensitivity, or other qualities along a spectrum, from adaptive (healthy for the organism) to maladaptive (unhealthy for the organism). The histogram shows that most individuals in a population have their average levels of fear or anxiety responses in the adaptive range of the distribution. A smaller number of individuals within the population are located at the low and high ends of the spectrum. In addition, these emotion properties can vary within a given individual at different times or under different circumstances. Both too little and too much emotion can be maladaptive.





It is increasingly recognized in the neuroscience research community that such maladaptations likely reflect, and possibly arise from, dysfunctions of the specific brain circuits that control fear and anxiety under normal conditions.7 For example, patients suffering from PTSD are often terrified by certain stimuli (noises, objects, types of people) that otherwise would be innocuous to healthy individuals. And they often take longer to calm down after experiencing such an episode than would an unaffected person who was frightened by something. Such exaggerated and inappropriate fear responses, and the difficulty of extinguishing them even after it becomes clear that there are no imminent threats, are maladaptive features of PTSD.

Is there anything that we know about the brain circuitry controlling fear that could suggest a way in which a dysfunction of that circuitry might produce a disorder with symptoms like those of PTSD? As described in Chapter 3, a rat or mouse can be conditioned to freeze in response to an otherwise innocuous tone if that tone is repeatedly followed by a foot shock: the animal’s brain learns that detection of the tone predicts that a foot shock will occur, and the animal freezes in anticipation of the shock, even if the shock is withheld. This so-called fear conditioning, however, is subject to an opposite-direction process called extinction: if the tone is repeatedly presented without the shock, the animal eventually stops freezing. This capacity for the extinction of conditioned fear is clearly adaptive: it makes sense that an animal should stop freezing once it is clear that a threat has passed because freezing interferes with its ability to eat, reproduce, and go about its other business. In effect, it allows us to ignore the boy who cried wolf in the famous parable.

Several studies have shown that this fear extinction is not simply an erasing of the original “fear memory” but rather the imposition of a new memory, in which the animal learns that the tone no longer predicts a foot shock. Further work has revealed that it is controlled by neurons in the medial prefrontal cortex (mPFC) that project down into the subcortical brain to form synapses with inhibitory neurons in a region called the intercalated cell mass (ICM), which in turn targets the part of the amygdala that controls conditioned (learned) fear. By inhibiting the amygdala, these ICM neurons are able to damp down the freezing response once the mPFC “realizes” that there is nothing to be afraid of.8 More recent work suggests that such “anti-fear” neurons may be found within the amygdala itself as well.

That’s how this adaptive circuit works to control fear responses in a normal animal. However, if a rodent is traumatized by exposing it to repeated, inescapable foot shock, the function of this fear extinction circuit is somehow disrupted. As a result, the process of fear extinction learning fails to occur when it should, causing the animal to overreact to fear-causing stimuli in a way that resembles PTSD in humans. In this way, fear in these animals becomes converted from an adaptive to a maladaptive function. Exactly how the inescapable foot shock disrupts the fear extinction circuit in rodents is not yet clear. But the idea is that the foot shock may do something to the animal’s brain that is similar to whatever happens in the brains of humans who experience a traumatic event and later suffer from symptoms of PTSD.

Evidence to support this idea comes from brain-scanning studies of human PTSD patients. In such patients, neuroimaging has found changes in brain regions that are part of the fear extinction circuitry identified in animal studies. These include the mPFC and the amygdala, as well as interconnected regions that mediate learning and memory, such as the hippocampus. And human subjects with PTSD show deficits in a controlled laboratory version of the fear-extinction learning test similar to those seen in rodents. While there is no evidence yet that these changes cause PTSD in humans, they are similar to those seen in rodents that are subjected to inescapable foot shock.

Together, these data from animal and human research provide a proof-of-principle of how a particular mental illness (in this case, PTSD) may arise from an experience-induced dysfunction of brain circuits that process normal fear responses in healthy individuals.9 They demonstrate how a traumatic experience can alter an emotion circuit in the brain from operating within an adaptive range to operating in a maladaptive range in a lasting manner. Does that mean that every psychiatric disorder whose symptoms include irrational fear or anxiety is a result of changes in the circuits that mediate fear-extinction learning? No. Does it mean that all mental illnesses result from disturbances of neural circuits that can be studied in rodents? No: there may be some psychiatric disorders that are unique to the circuitry of the human or primate brain.10 Nevertheless, this example illustrates how studying the function of an emotion circuit under normal conditions in an animal can lead to an understanding of how circuit dysfunction can produce symptoms of a mental illness in humans.

IS THERE ANY EVIDENCE for maladaptive aggression in animal models, analogous to the example of maladaptive fear discussed earlier, and if so, do we know anything about the underlying neural circuit mechanisms? What exactly do we mean by “maladaptive” aggression in an animal, anyway? How would we know it if we saw it? And would it be relevant to any known psychiatric disorders in humans?

Answering this last question requires at least a brief consideration of maladaptive aggression in humans. From my basic neuroscience perspective (I am not a psychiatrist or a clinical psychologist), it would seem that any behavioral state or condition that interfered with a person’s ability to provide for themselves and their family, to work a job, and to interact in a socially acceptable manner with other humans could be considered maladaptive. From this it follows that a person who is unable to control their aggression, who exhibits aggression in socially unacceptable contexts or toward inappropriate targets, or who responds aggressively to situations or provocations that would not elicit physical attack from the majority of adult humans could be considered as displaying maladaptive aggression. Such maladaptations might reflect changes in how the brain encodes specific emotion primitives. For example, exaggerated persistence could cause someone to remain angry for an unhealthily long period of time; exaggerated scalability might cause someone to escalate from irritation to physical aggression too rapidly; a switch in valence could cause someone to enjoy hurting others.

Although laboratory rats and mice do not have families (in the sense of conventional human families) or paying jobs, and are relatively non-social animals, one can apply to them the same general criteria for adaptive versus maladaptive aggression: the former is deployed in the service of maximizing survival and reproduction of the species, while the latter interferes with the achievement of such critical goals.11 Thus, for example, aggression by a male toward a conspecific male for the purpose of establishing dominance and gaining access to territory, food, or females would be considered adaptive; aggression toward females, in lieu of mating, would be considered maladaptive. Similarly, aggression by a nursing female toward an unfamiliar male to protect her pups would be considered adaptive; aggression toward her own pups would be considered maladaptive.

Some researchers, such as Tufts University neuroscientist Klaus Miczek, have proposed a list of criteria for maladaptive aggressive behavior.12 These include “1) low provocation threshold, short latency to initiate attack; 2) high rate [of attack]; 3) high intensity, leading to significant tissue damage; 4) lack of species-normative behavioral structure; 5) atypically long aggressive bursts; 6) insensitivity to long-term consequences; 7) disregard of appeasement signals.” (An appeasement signal is a behavior that signals submissiveness to an aggressive conspecific, like exposing the vulnerable underbelly, and is aimed at reducing their likelihood of further attack.)

Why should a high level of aggressiveness toward other males be considered as maladaptive—particularly if males of the species normally fight to compete for access to resources such as food or females? One reason is that inter-male aggression is a dangerous, potentially lethal behavior for both combatants, and therefore should be used sparingly and only in contexts where it is absolutely necessary. Another is that persistent, excessive engagement in aggression could potentially hinder a male (and his targets of attack) from mating, feeding, or engaging in other behaviors essential for survival of the species as a whole.

Are there any conditions, or experimental manipulations, that can cause rodents to exhibit some or all of these criteria? Interestingly, strong optogenetic stimulation of VMHvlEsr1 neurons (see Chapter 7) can produce aggressive behavior that exhibits many of these properties, including increased attack intensity, duration, and frequency; decreased attack latency; and attack expressed toward a species-inappropriate target, such as a male attacking a female. Artificial activation of these neurons can also induce male mice to attack their male littermates, which they would otherwise never do if housed continuously with them since birth. These features of aggressiveness promoted by artificial stimulation of VMHvlEsr1 neurons therefore appear to satisfy the first six of Miczek’s criteria for maladaptive aggressive behavior. Nevertheless, we have observed that such aggression can sometimes be inhibited by appeasement signals from the attack target, such as when the intruder mouse stands up and exposes his vulnerable underbelly. Therefore, Miczek’s seventh criterion does not seem to apply in this case.

If artificial activation of VMHvl neurons can indeed promote aggressive behavior in a manner that appears maladaptive, does that imply that in humans, overactivation of neurons that control normal, adaptive aggression can produce maladaptive aggression? Perhaps, but there are two important caveats. The first, and most important, is that not every instance of maladaptive aggression necessarily means that this is a stable characteristic, or trait, of an animal or person. Many of us have had the experience of overreacting aggressively to a provocation (with verbal attacks if not with actual physical violence) and then apologizing subsequently for our misbehavior. In such cases, maladaptive aggression is a transient state rather than a trait. Maladaptive aggression, to be construed as a trait or syndrome, should be a long-term, consistent feature of an organism’s behavior. Since hyperstimulation of VMHvlEsr1 neurons does not cause a sustained increase in maladaptive aggressiveness lasting days, it produces a temporary state, not a trait.

The second important caveat is that if we are trying to establish an animal model for studying maladaptive aggression, then using artificial brain stimulation to trigger it is not a good choice because maladaptive aggression in humans is not caused by artificial brain stimulation. Rather, it is caused by some combination of experience and possibly genetic predisposition. Therefore, an animal “model” of maladaptive aggression should be produced by some kind of experiential or environmental manipulation of the animal, or by some genetic manipulation (or both). Ideally, these manipulations or conditions should be similar to those that also produce long-term maladaptive aggressiveness in humans. Several studies have identified such conditions.

ARGUABLY, THE BEST EXPERIMENTAL system for studying maladaptive aggression in rodents, which mimics a known environmental influence that promotes human aggressive behavior, is extended social isolation. Extended periods of social isolation are extremely stressful for almost all animals and will often make them more fearful, anxious, and aggressive. Humans are no exception, as evidenced by the brutal effects of protracted solitary confinement on prison inmates. Indeed, the adverse psychological consequences of solitary confinement are so extreme, leading in some cases to self-mutilation and other acts of self-directed violence, that several states have now outlawed it as a violation of the Constitution’s Eighth Amendment protection against cruel and unusual punishment.13

In laboratory mice, social isolation for a period of two to three weeks causes otherwise non-aggressive male animals to become extremely aggressive. They attack male intruders more quickly, more frequently, more violently, and for longer periods of time. Moreover, and most important, they will attack male littermates with which they otherwise grew up peacefully. (Interestingly, however, they will not attack females.) Furthermore, the effects of social isolation on aggression are long-lasting: once a mouse has been socially isolated, it can never be returned to its original cage with its littermates, otherwise it will attack and kill them all. These features fulfill many of Miczek’s criteria for maladaptive, excessive aggression.

Silencing VMHvlEsr1 neurons by using optogenetics or chemogenetics (a related technique in which neurons are silenced using a special chemical rather than light; see Chapter 10) will stop aggression caused by social isolation. That means that the same brain structure and neuronal cells that are used for adaptive aggression (e.g., aggression toward another male stimulated by exposure to a female) are also used for maladaptive aggression—as in the case of the amygdala in maladaptive fear associated with PTSD. However, as mentioned earlier, activating VMHvlEsr1 neurons does not produce a long-lasting increase in aggressiveness, like social isolation does. That means that there must be other brain regions and brain mechanisms involved in the effect of social isolation on aggressive behavior.

One clue to such a mechanism came from our work on aggression in fruit flies. In Chapter 4, I described how we and others have been able to identify several clusters of specific neurons that control fighting in that insect species (in which aggression is also increased by social isolation). From such studies, we discovered that the neurons in one such cluster contain a type of neuromodulatory chemical, called a neuropeptide, that enhances aggression when its levels are artificially increased; this particular neuropeptide is called Drosophila tachykinin (DTK).i Conversely, mutating (knocking out) the gene that controls DTK strongly reduced aggression. Moreover, the amount of DTK present in those neurons was increased in socially isolated flies compared to their group-housed counterparts.14 Together, these data strongly suggested that social isolation increases aggressiveness in flies, at least in part, by increasing the levels of the aggression-promoting neuropeptide DTK in specific aggression-promoting neurons in their brain.


Mice also have neurons that express tachykinin peptides. Remarkably, Moriel Zelikowsky (who was a postdoctoral fellow in my lab and is now at the University of Utah) found that the level of one of those peptides, tachykinin-2, is strongly increased throughout the brain in mice subjected to social isolation for two weeks. This change is not simply a correlation: Moriel found that a drug that blocks the Tac2 receptor eliminated virtually all the effects of social isolation, including both increased aggressiveness and increased fear. Conversely, activating Tac2+ neurons caused an increase in aggressiveness in otherwise peaceful, group-housed mice.15 Increased Tac2 independently influenced neurons in the extended amygdala and hypothalamus to increase fearfulness and aggressiveness, respectively.16 Thus, just one stressor set off a concerted, brain-wide response. Together, these studies in fruit flies and mice illustrate how the stress caused by social isolation can produce a broad and powerful change in brain chemistry that causes an increase in aggressiveness.

Might any of this be relevant to humans? It is certainly the case that prolonged social isolation has deleterious effects on mental health, as painfully revealed by the COVID-19 pandemic. The human genome contains several genes that encode different tachykinin peptides. Studies by research psychiatrist Emil Coccaro at the University of Chicago have found a correlation between higher levels of a tachykinin neuropeptide in the cerebrospinal fluid and self-reports of increased aggressiveness in patients with borderline personality disorder. Although these data only show a correlation, not a cause, they are consistent with the idea that an excess of tachykinin production might be related to increased aggressiveness or fearfulness in humans with certain neuropsychiatric disorders.

Together, these animal and human data make a pretty good case for testing anti-tachykinin drugs in humans to see if they could offset the harmful effects of social isolation on mental health. This is particularly attractive because these drugs (collectively called Nk3R antagonists) were shown to be safe and well tolerated in previous human safety trials.17 However, because these drugs previously failed to show efficacy in schizophrenia, panic disorder, and major depressive disorder, the pharmaceutical industry is very unlikely to invest millions of dollars in yet another clinical trial anytime soon. The risk of failure is simply too great relative to the potential payoff. For me, this was an object lesson in how economic, rather than scientific or medical, barriers can often prevent the translation of potential new therapies from the lab to the clinic.

In addition to social isolation, another factor that can produce excessive aggressiveness is repeated fighting experience itself. It is well-known that repeated aggressive encounters can make humans more violent; that is part of the rationale for placing violent prison inmates in solitary confinement. (Unfortunately, we now know that this treatment achieves precisely the opposite of what was intended.) Likewise, it has been known for decades that repeated aggressive encounters will make mice (and other animals) more aggressive: they are quicker to attack, and the attacks are more frequent, longer, and more vicious. These changes can last for weeks after they are initiated.

Recent studies in mice have uncovered new information about the neural circuits that are modified during this experience-dependent increase in aggressiveness. As mentioned in Chapter 8, work from my laboratory has shown that repeated, successful fighting experience increases the strength of synapses between the amygdala-hippocampal region and VMHvl. With each aggressive experience, these synaptic connections become stronger and easier to activate. Artificially weakening these synapses blocks the effect of fighting experience to increase aggressiveness while artificially strengthening them can cause increased aggressiveness in the absence of any fighting experience. In other words, maladaptive aggressiveness is something a brain can learn.ii


Interestingly, other recent work has shown that the combination of foot shock and social isolation stress, which enhances aggression in certain strains of mice that are otherwise very docile, appears to involve synaptic changes in the same basic aggression circuitry. These changes can also last for at least a week. Together, these studies identify an amygdala-hypothalamic circuit where various types of experience, including repeated fighting or exposure to various forms of stress, can act to create a long-lasting state of heightened aggressiveness. Further understanding of how this process occurs might identify potential interventions that could reduce the escalation of violence in human societies where repeated, cyclical conflict is endemic.

Are there any brain imaging studies in humans that reveal alterations in the structure or function of neural circuits involved in aggression in people who exhibit a tendency to violence? There is relatively little such research, and the few studies that have been done, such as Adrian Raine’s work on prison inmates incarcerated for violent criminal offenses, have focused primarily on the “defensive” part of the amygdala and the prefrontal cortex.iii Interestingly, these are not the primary brain regions that have emerged as critical for controlling aggression in studies of rodents; most recent work has been focused on the hypothalamus and the “social” part of the amygdala. This is not because the human hypothalamus plays no role in aggression; indeed, as mentioned in Chapter 7, some psychiatric patients who exhibited abnormally high levels of aggressiveness and who had their posterior hypothalami surgically excised to remove a brain tumor became far less violent. Rather, the relatively small size and deep brain location of the hypothalamus have discouraged imaging studies of this region in humans. But from a neurobiological perspective, this is certainly an important place to look.


THE RESEARCH WE’VE JUST reviewed suggests that at least some types of human mental illnesses could arise from experience-induced maladaptive changes in neural circuits that otherwise mediate adaptive (normal, healthy) emotional responses. These changes could involve alterations in the properties of certain emotion primitives, such as persistence or scalability (their length or strength, respectively). This idea is best supported by studies of psychiatric disorders whose symptoms include exaggerated fear or anxiety. The evidence indicates that similar brain regions are affected in rodent models of PTSD as in human patients suffering from the clinical disorder.

If this finding is valid for emotion circuits that control defensive behaviors and fear states, might it not also be true for circuits that control aggressive behaviors and anger states? Given the close anatomical relationship and functional similarities between the brain circuits controlling fear-related and anger-related behaviors in the hypothalamus and amygdala (see Chapters 3, 7, and 8), it does not seem like much of a stretch to suggest that maladaptive changes in aggression or anger circuits could underlie some forms of mental illness. In support of this notion, I’ve provided examples of experiments that reveal how changes in normal aggression circuitry can lead to maladaptive (or at least excessive) aggression in mice.

If this is true—if disorders of the brain circuitry that mediates aggression could, in principle, give rise to specific forms of mental illness—then why does our society treat the relationship between mental illness and violence so differently from the relationship between mental illness and fear? We seem to readily accept the idea that exaggerated or irrational fear and anxiety responses can reflect an underlying psychiatric disorder. Yet the idea that exaggerated aggressiveness or violence may in some cases reflect a particular mental illness is one that continues to generate heated debate in our society, as illustrated by the example of reactions to mass shootings. To many observers, it seems obvious that perpetrators of mass killings must be mentally ill. The contention by some psychiatrists that they are not strains credulity.18 From my discussions with colleagues in psychiatry, I have learned that there are two main reasons for the reluctance to explain mass murder as mental illness.

The first reason is the concern, among individuals who work in the criminal justice system, that if some forms of criminal violence are proven to be due to an underlying medical (i.e., psychiatric) condition, then it could lead to the “medicalization” of all forms of criminal violence. That in turn would make it very difficult to prosecute anyone for a violent criminal act: according to this line of thinking, all such individuals could be found not guilty by reason of insanity.

This reasoning is flawed at several levels. As argued by Dr. Bandy X. Lee, a psychiatrist and an expert on violence, criminal tendencies and mental illness are clearly two different things (although when combined they produce a combustible mixture).19 Therefore, the fact that some violent criminal acts may be influenced by a mental illness does not imply that all criminals are mentally ill (or that all mentally ill people have criminal tendencies). In addition, the legal definition of “insanity” is based on the nineteenth-century concept that the perpetrator of a violent act was unable to distinguish right from wrong at the time they committed the crime. This definition does not comport with any psychiatric disorder listed in the Diagnostic and Statistical Manual of Mental Illness (DSM). Therefore, even if the DSM contained a diagnostic category for which the primary symptoms included excessive violence, it would not imply that individuals diagnosed with such disorders who committed a violent crime would inevitably be protected by the insanity defense. Indeed, the only example of a DSM diagnosis whose primary symptom domain is uncontrolled anger and aggression specifically excludes individuals who commit violent acts for criminal purposes (as we will see shortly).

Despite the disconnect between modern psychiatry and the insanity defense, psychiatrists are frequently called upon in criminal trials to testify as to whether a particular defendant should be considered not guilty by reason of insanity. To minimize the chances for successful use of the insanity defense and to avoid the medicalization of violence, the board of the DSM has felt pressure to avoid identifying psychiatric disorders whose primary symptoms are episodes of violent aggression.20 Psychiatric disorders described in the DSM are classified according to their symptoms, not by their underlying causes, as is the case in other branches of medicine (because in the majority of psychiatric disorders the causes are unknown). There is no psychiatric disorder classification in the DSM that lists “mass shootings” or “mass murder” as a primary symptom. If it’s not in the DSM, then by definition it’s not clinically recognized as a mental illness. Furthermore, some psychiatrists consider mass murderers or serial killers as having psychopathy: an inborn trait that is characterized by extreme narcissism, a lack of empathy, and cruelty. According to psychiatry, because psychopathy cannot be medically treated, by definition it is not a mental illness.iv That is another reason some psychiatrists do not consider mass shootings to be due to an underlying mental disorder.


The second reason that psychiatry avoids linking mass murder to mental illness is the legitimate concern in the mental health advocacy community that if some psychiatric disorders are shown to cause an increased propensity for violent behavior, then the general public will infer that all individuals who suffer from mental illness are potentially violent. This is flawed logical reasoning: just because all fish live underwater doesn’t mean that everything that lives underwater is a fish (think crabs, octopi, sea anemones, whales, etc.).21 It is also demonstrably incorrect: the evidence shows that, on average, mentally ill people are no more violent than those in the general population. Nevertheless, the fear that this logically flawed inference will be used to further stigmatize and discriminate against individuals with any kind of mental illness is not unjustified. It is for that reason that Dr. Tom Insel, a former director of the National Institute of Mental Health (NIMH), once told me that he did not want to see the words “violence” and “mental illness” together in the same sentence in any grant application submitted to the NIMH. Consequently, the NIMH has been traditionally reluctant to fund research on aggression—even though gun violence is a major public health problem in the United States.

So where does this leave us? Should we just continue to put our collective heads in the sand and insist that there is no relationship between violence and mental illness whatsoever? The work of some researchers in clinical psychiatry has suggested that there is a middle ground, a more nuanced approach that allows the identification and classification of specific forms of mental illness whose primary symptoms include increased aggressiveness—even though the vast majority of psychiatric diagnoses do not. University of Chicago neuropsychiatrist Dr. Emil Coccaro was the first to successfully introduce such a diagnostic classification, starting in the fourth edition of the DSM, called intermittent explosive disorder (IED; not to be confused with the military term “improvised explosive device”). IED is categorized in the DSM-5 as a “disruptive, impulse-control and conduct disorder.” Its symptoms include

(A) Recurrent behavioral outburst[s] representing a failure to control aggressive impulses (manifested by verbal… or physical aggression); (B) The magnitude of aggressiveness expressed during the recurrent outbursts is grossly out of proportion to the provocation; (F)22 The recurrent aggressive outbursts are not better explained by another mental disorder (e.g., major depressive disorder, bipolar disorder, disruptive mood dysregulation disorder, a psychotic disorder, antisocial personality disorder, borderline personality disorder) and are not attributable to another medical condition (e.g., head trauma, Alzheimer’s disease) or to the physiological effects of a substance (e.g., a drug of abuse, a medication); (C) The recurrent aggressive outbursts are not premeditated (i.e., they are impulsive and/or anger-based) and are not committed to achieve some tangible objective (e.g., money, power, intimidation); (D) The recurrent aggressive outbursts cause either marked distress in the individual or impairment in occupational or interpersonal functioning, or are associated with financial or legal consequences; (E) Chronological age is at least 6 years.23

Note that this is an extremely narrowly defined diagnosis: it explicitly excludes premeditated acts of violence, as well as violence employed to achieve a “tangible” objective (“money, power, intimidation”)—that is, criminal violence. This exclusion addresses the legal concern that if some forms of violent behavior are shown to have a medical basis, then all violence will be medicalized and it will be impossible to convict anyone of a violent crime. Note also that the “premeditated acts of violence” referred to could include not only carefully planned assassinations (which may be carried out for political reasons) but also mass shootings. Therefore, this particular diagnosis leaves unresolved the question of whether or not individuals who commit mass shootings are mentally ill.

Despite this narrow definition, the addition of IED to the DSM is an important step, in that it establishes the precedent that there is at least one specific type of mental illness whose primary “symptom domain” is increased anger and/or aggression. Again, this does not mean that all mentally ill people are potentially violent, nor does it imply that all violent crimes are carried out by mentally ill people. Rather, it is consistent with the basic thesis of this chapter that aggression and anger, like freezing and fear, exist on a continuum between adaptive and maladaptive, reflecting the continuously varying nature of emotion primitives such as persistence and scalability. If so, then by analogy to PTSD, phobias, and anxiety disorders, maladaptations in aggression circuitry may underlie the symptoms of some specific forms of mental illness. IED is the first example of one such illness that has been accepted and codified in the DSM.

If this concept is valid, at least for some psychiatric disorders, then what can we do with it to mitigate the suffering of people who are afflicted with such disorders? Currently, very little. There hasn’t been a fundamentally new psychiatric drug approved by the FDA in the last 50 years (despite the current hype over ketamine and hallucinogenic drugs such as psilocybin), and most pharmaceutical companies have abandoned altogether the quest for such drugs. In Chapter 10, we’ll learn why this is the case, and how the tools of causal neuroscience may one day be applied to break this impasse.



Footnotes


i Neuropeptides are released from active neurons but differ from neurotransmitters, such as glutamate or dopamine, in that they are short chains of amino acids—essentially, tiny proteins.


ii These changes include so-called LTP (long-term potentiation), a mechanism for strengthening synapses with repeated use, first described in the hippocampus.


iii See Raine A. 2014. The Anatomy of Violence: The Biological Roots of Crime. Vintage. Here I use “defensive amygdala” as shorthand to refer to the central and lateral amygdala and “social amygdala” to refer to the medial amygdala. The former has been implicated in conditioned fear and is the subject of the vast majority of human imaging studies that focus on the amygdala.


iv As a geneticist, I find this distinction odd. There are plenty of genetically based brain disorders that so far have no treatment or cure, such as Huntington’s disease. But that doesn’t mean that they are not “neurological illnesses”; we just haven’t found a cure yet.
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CHAPTER 10

Your Brain Is More Than a Bag of Chemicals

How Causal Neuroscience Can Revolutionize the Treatment of Psychiatric Disorders

DO WE EVEN WANT NEW DRUGS THAT MAKE people less fearful or less angry?

That deceptively simple question raises a whole host of complex issues. Would it be desirable to be less fearful or less angry? Aren’t fear and anger generally a good thing to be able to have? Fear keeps me from climbing over the fence to pet the cute lion in the zoo. Anger keeps my wife on the phone with our internet service provider until a supervisor has agreed to waive the exorbitant rate increase they’ve just imposed (usually right after we’ve noticed the speed of our wireless decline by 75 percent). Why would we need or want to reduce those feelings if they’re so useful? Is there some kind of mental disorder where people have too much fear or too much anger? How do we know what “too much” is, anyway? Maybe some people are just more emotional than others. Doesn’t thinking about reducing emotional responses invite extrapolation to some kind of invidious mind control?

Those are certainly valid concerns. But consider those who may have had something like the following experience: My teenage son says he feels anxious and depressed. I take him to a psychiatrist, who prescribes an antidepressant. Nothing happens for two weeks, and then my son says he feels worse, even suicidal. The doctor takes him off that medication and prescribes another. My son is, thankfully, no longer suicidal, but he is not getting any better, even after being on the new medication for three weeks. The psychiatrist prescribes an increased dose of the drug. After a while, my son says he feels less depressed, but now he’s having trouble sleeping. The psychiatrist says it’s a well-known side effect of the medication, and prescribes a sleeping pill. The sleeping pill makes my son feel drowsy and he falls asleep at school. The doctor takes him off the sleeping pill and the antidepressant, but now he feels worse than when he started. The doctor suggests trying a third antidepressant, in combination with a fourth one. That one seems to relieve his depression, but it interferes with his sexual function. My son is at the end of his rope. He has a psychologist who gives him talk therapy, but that just doesn’t seem to help much. I feel helpless and I don’t know what to do. The doctor says we can send him to an inpatient residential psychiatric clinic, but that could wind up costing hundreds of thousands of dollars. I can’t afford it and my insurance doesn’t cover it.

For the many people who have experienced such a process, it is frustrating, infuriating, and heartbreaking. Why can’t the doctor choose the right medicine in the first place? Why do doctors have to turn people into walking test tubes into which they pour a seemingly endless succession of drugs? Why isn’t there a drug that works for depression in the way that insulin works for diabetes: right off the bat, without all the endless waiting and side effects? Doctors may say that the drugs they are prescribing have been used safely and successfully for decades. That’s reassuring, but don’t they have anything newer and better for someone suffering from depression the way this person’s son is?

No, they don’t. As noted earlier, the sad fact is that there hasn’t been a fundamentally new psychiatric drug approved by the FDA for the last 50 years.i The different drugs that psychiatrists most commonly prescribe to treat depression are mostly all the same—that is, various types of SSRIs. And since we don’t really understand how SSRIs work, pharmaceutical companies don’t really know what to do to try to improve on them.ii


For this reason, and because they have had too many costly failures with promising new drugs that did not show efficacy in clinical trials, most pharmaceutical companies have given up trying to find new and better psychiatric drugs altogether. They don’t want to invest in basic research because it’s too expensive, takes too long, and might not produce anything. So they just slightly modify the drugs they already have, rebrand them, and market them for a different indication, like obsessive-compulsive disorder or anorexia nervosa. It keeps the profits coming in and there’s very little risk involved, so the pharmaceutical companies’ shareholders are happy. Meanwhile, people like the young man described earlier may be getting worse, but he and those who love him are getting frustrated and exhausted by the “drug-of-the-month” approach.

Why isn’t there a better solution? After all, it’s 2021: we have amazing new immunotherapies for cancer, spectacular new drugs for spinal muscular atrophy and migraines, and we developed powerful vaccines for COVID-19 in under a year. With all that ingenuity, why can’t we generate new and better drugs for depression, schizophrenia, PTSD, bipolar disorder, or autism—ones that work faster and without so many side effects?

When you throw darts at a target blindfolded, it’s not surprising that few of them land on the target, let alone in the bull’s-eye—unless you are very lucky. It helps if before you throw the darts you take off the blindfold to see what the target is and where it is located, so that you can aim at it. In the same way, in most branches of medicine, if you want to develop a new drug or treatment for a disease, it helps to take the blindfold off by first understanding what normal bodily function is affected by the disorder and how that function works. If you want to develop a treatment for diabetes, it helps to know that it’s a problem with the pancreas not producing enough insulin. That suggests a treatment: give the patient more insulin.1 It is the understanding of basic physiological functions and their underlying dysfunctions in various diseases that has allowed us to develop drugs that are targeted specifically to the source or symptom of a particular illness.

Except in psychiatry. The drugs that are currently used in psychiatry, like SSRIs, were discovered by lucky accidents in which, in effect, a dart hit the target even though the thrower was wearing a blindfold. Trouble is, that kind of luck is hard to repeat. “Well then,” you may ask, “why doesn’t someone try the approach that is used in other areas of medicine: find out what basic brain process has gone wrong in a given psychiatric disorder, see how that process normally works, and then, based on that knowledge, try to develop a way to fix it? Couldn’t that approach give us the psychiatric equivalent of insulin?”

Well, yes, it certainly might. But first scientists would have to agree on what basic brain processes to study, and how and in which organisms to study them. In Chapter 9, we introduced the idea that the brain circuitry that controls emotions operates on a spectrum between adaptive (normal, healthy) and maladaptive (interferes with our daily life activities and functions). From that, it would seem to follow that if we understood what caused an emotion circuit to change from adaptive to maladaptive, we might be able to develop a medication to reverse or prevent such a change.

In fact, there have been numerous efforts by pharmaceutical companies over the last decades to use basic neuroscience knowledge, mostly in the realm of brain chemistry, to develop novel treatments for psychiatric disorders. Unfortunately, as mentioned earlier, most of those efforts have failed, usually in the final stages of clinical trials when the actual efficacy of the drug in treating a disorder is assessed. Because each failure costs hundreds of millions of dollars, most pharmaceutical companies have abandoned the search for new psychiatric drugs; indeed, many of them have abandoned the brain altogether (including the search for drugs to treat neurodegenerative disorders, like Alzheimer’s or Parkinson’s disease) and have closed down their neuroscience departments entirely.

Given our increasing knowledge of brain function, why has the search for new psychiatric drugs been such a dismal failure?

THERE ARE SEVERAL EXPLANATIONS that are typically invoked to account for the lack of progress in developing new psychiatric drugs. They are not mutually exclusive, and it is worth digging into them to determine to what extent they represent insurmountable obstacles, or whether there is reason for hope.

One frequently cited explanation is that neuroscientists interested in understanding psychiatric disorders have simply been barking up the wrong phylogenetic tree, so to speak. According to this argument, the rodent brain (let alone the fruit fly brain) is so distant, evolutionarily speaking, from the human brain that it is simply useless to try to model psychiatric disorders in these animals at all. For example, what does a depressed rat look like? Do rats or mice even get depressed? How would we know it if they did? You can certainly feed or inject a rat with Prozac. If you do that and then place the rat in a tank of water, it will swim for longer than it would without the drug. But how does that help the young man in the example mentioned earlier? Any caring parent would want to treat their son’s depression, not turn him into Olympic swimming champion Michael Phelps (who himself suffers from depression). Proponents of this viewpoint argue that even for cancer, which is arguably a more biological illness than any psychiatric disorder, there are hundreds of drugs that have been shown to be effective in mice (that is, they cured tumors) but which later failed to show efficacy in humans. Why should we expect anything different with psychiatric disorders, the causes of which are far more obscure than cancer’s?

If not rats and mice, then what about monkeys or chimpanzees? They’re more like us—they probably get depressed from being confined in zoos and having to watch small hairless primates wave, shout, and grimace at them all day. Sounds reasonable. The trouble is that monkeys are slow in terms of how long it takes them to mature and then to produce the next generation, they are challenging and extremely expensive to work with, and many people object to doing experimental studies on them at all precisely because they are so close to humans. Indeed, chimpanzees are no longer used as research animals, even if the aim is to cure life-threatening illnesses. There are other species of non-human primates that people are trying to develop as models for studying psychiatric disorders, such as the tiny marmoset. But these efforts are still in their infancy, and not enough is known yet about the natural behavior of this promising little primate to say definitively whether it will provide a better model for human psychiatric disorders. And even marmosets are very expensive to maintain and hard to come by: they are currently available to only a handful of labs that have the required specialized facilities rather than to the thousands of groups that use rats or mice.

So where does that leave us? Sounds like we’re caught between a rock and a hard place: the animals that are easy to use for research (i.e., rodents) don’t seem like useful models for psychiatric disorders, and the animals that seem like they would be good models for psychiatric disorders (i.e., monkeys) are currently challenging to use for such research. Is there a way forward?

An alternative viewpoint, however, is not that we have been studying the wrong kind of animals but that we have been modeling the wrong kind of disorders in these animals. Perhaps rodent models can be useful for understanding some but not all types of psychiatric disorders. It may be reasonable to use rodents to model disorders that involve dysfunction of brain circuits that control evolutionarily ancient emotion systems, such as fear, anxiety, and aggression; by contrast, disorders such as schizophrenia, bipolar disorder, and borderline personality disorder may involve cognitive dysfunctions in evolutionarily recent cortical structures, and so they may not be as tractable in rodent models.

It is also likely that we have vastly underestimated the complexity of the rodent brain and of rodent behavior, and that our failures are due at least as much to our superficial and simplistic approaches to the problem as to the evolutionary distance of rodents from humans. From this perspective, the problem is not that we have been studying mice when we should have been studying monkeys; it is that we don’t yet know how to study the behavior of either organism in the detailed, objective, and quantitative manner that is required to understand how the brain of an animal controls its adaptive and maladaptive emotion states. But such an obstacle is not insurmountable.

DESPITE THE MANY FAILURES to identify efficacious new psychiatric drugs during the last several decades, there are new reasons for hope. These depend on implementing a paradigm shift in the ways that we approach the problem. In what follows I will describe some of these new opportunities and imperatives. I will focus primarily on those relevant to neuroscience-based (“top-down”) approaches to the problem. These approaches begin by trying to understand how risk factors for psychiatric disorders, such as stress, change the function of brain circuits and the behaviors they control. However, I will also mention new developments in genetics-based (“bottom-up”) approaches to mental illnesses. The latter type of approach begins by identifying genes that increase the risk for specific psychiatric disorders in humans, and then using animals to study the functions of the proteins they encode and the neurons and circuits in which they act to understand how these genes exert their influence on the brain.2 Ultimately, in order to achieve success, the top-down and bottom-up approaches need to meet in the middle. I will suggest a series of changes in the way we might approach the biology of psychiatric disorders in experimental animals (primarily mice, but the same approach could be applied to non-human primates) that may aid in achieving this goal.

1. Stop trying to replicate specific psychiatric disorders in rodents. Most failed psychiatric drugs have been tested in rodent “models” of a specific psychiatric disorder that the drug was intended to treat—that is, in a rat or mouse that behaves as if it has the disorder. (Or, more accurately, that behaves as we intuit a rat or mouse should behave if it had the disorder.) This approach has failed for two reasons. First, since we don’t even know what causes most psychiatric disorders in humans, it is difficult to know how to cause them in a rodent. The only possible exception is in the case of psychiatric disorders that are caused by genetic mutations in humans. Even in that case, however, most such mutated genes do not deterministically cause psychiatric disorders (in the sense that if you have the mutation you have a 100 percent chance of getting the disorder), even in humans; they simply increase the risk of developing a particular disorder.

Second, as we’ve seen, human psychiatric disorders are defined and classified in the DSM by their symptoms, not by their causes. The symptoms are assessed by verbal report, in an interview of the patient by the psychiatrist. Mice and monkeys can’t talk. Therefore, relatively crude behavioral tests are typically used to assess the “symptoms” of a mental disorder in a rodent or a monkey model. Most of these tests are not specific to a particular disorder. For example, a test prosaically called pre-pulse inhibition of the acoustic startle response (PPI, for short) has been used to model symptoms of both autism and schizophrenia in mice. But just because people with schizophrenia show an altered PPI response, it doesn’t mean that any animal that shows a similarly altered response necessarily has a mouse or monkey version of schizophrenia (or autism, for that matter).

So if we’re not going to create models of specific psychiatric disorders in mice, then what should we do instead? As articulated forcefully in a 2012 editorial in the prestigious journal Neuron by Drs. Story C. Landis and Thomas Insel, then directors of the National Institute of Neurological Disorders and Stroke and the National Institute of Mental Health, respectively, neuroscientists who study animals should focus on understanding the basic principles by which the brain controls fundamental processes, like decision-making, learning and memory, sensory processing, motivation, and motor control, using the tools of causal neuroscience and large-scale brain recording techniques.3 There is no reason why this list should not include emotion states as well, both adaptive and maladaptive.

2. Use AI to improve analysis of naturalistic animal behavior. We do know that certain conditions, like traumatic or environmental stress, are risk factors for psychiatric disorders in humans. Stress exerts profound influences on animal behavior. However, instead of trying to force a stressed mouse to behave like a stressed human, we should try to understand better how stress affects a mouse’s natural behavior. Recent advances in machine vision and machine learning (often collectively referred to as AI) have greatly improved our ability to objectively quantify animal behavior in the laboratory.4 Mice are filmed interacting with objects or other mice in their cages. The frames from these films are fed into a computer, which then analyzes them for distinct and recurring patterns of activity, without any bias or preconceptions imposed by a human observer. Once these patterns of behavior are established, one can investigate how stress, or a particular drug treatment, affects or alters them. One can then try to link these behavioral changes to changes in brain activity, and determine which of these changes are causal, by changing the brain activity internally and seeing if it causes the same changes in behavior.

3. Use large-scale imaging of brain activity to compare human and animal responses to risk factors for psychiatric disorders. The problem with using behavioral measures—no matter how objective—to try to model a human psychiatric disorder in an animal is that humans and mice (or monkeys) have different species-typical behaviors. For example, mice often rattle their tails when they are stressed or threatened. Humans have no tails to rattle. In contrast, the patterns of brain activity in a mouse and a human when they are stressed or threatened might be more recognizably similar because the internal emotion states that are reflected by these patterns may be altered in a similar way. For example, both rodents and humans exhibit increased activity in their amygdalae when they are exposed to threatening stimuli, even though their defensive behaviors may be different.

One could, in principle, perform such interspecies comparisons much more broadly and systematically than has been done up to now. For example, new technologies could be used to image or electrically record from multiple areas of the brain simultaneously, as Duke University neuroscientist and psychiatrist Dr. Kafui Dzirasa has done, in animals exposed to a variety of different stressors. One can then compare the changes observed in animals to those detected in stressed humans by brain-scanning techniques. Using this approach, we could ask, for example, whether prolonged social isolation changes brain activity in humans and mice (or monkeys) in a similar manner, in similar regions. If successful, such studies would, in effect, yield a kind of brain-activity-based biomarker for a particular condition. Candidate drugs, or optogenetic stimulation of specific circuits, could then be tested for their ability to reverse these aberrant patterns of brain activity in the animals and whether they reverse the associated behavioral maladaptations as well. If so, these treatments (or modifications thereof) would be good candidates to test in humans.

4. Identify neuronal cell types that are relevant to psychiatric disorders, and search for new molecular drug targets in those cells. We are in the midst of a revolution in identifying and classifying the different types of cells that make up the brains of humans and various animal species.5 This revolution is based on using next-generation, micro-scale RNA sequencing techniques to compare the molecular “fingerprints” of different cell types in a given brain, one by one. This approach has revealed that there are hundreds of different types of neurons in the mouse visual cortex alone, and close to 400 cell types in the hypothalamus. This new treasure trove of information has the potential to be exploited for neuro-therapeutic purposes, in the following way.

First, by combining such molecular profiling with measurements of neural activity in animals, one can determine whether stress (or other known risk factors for psychiatric disorders in humans) affects specific brain cell types. It is well-known that specific types of neurons are affected in certain neurodegenerative disorders, such as dopamine neurons in Parkinson’s, or motor neurons in amyotrophic lateral sclerosis (ALS, also known as Lou Gehrig’s disease). By the same token, perhaps certain forms of chronic stress alter the activity of specific cell types within particular brain regions, such as the amygdala and hypothalamus. In principle, this can be tested in animals. If such cell types were identified in mice, then one could determine whether the equivalent cell types exist in the human brain, by comparing the molecular fingerprints of human and animal cells in a brain region of interest.iii


Having identified candidate disease-relevant cell types that are shared across evolutionarily distant species, one could then search through the molecular repertoire of these cell types—the laundry list of the thousands of different genes that are expressed (turned on) in these cells—to look for specific proteins that might be targets for new drugs. (By “drug target,” I mean that the protein could potentially serve as a sort of docking station for a drug that binds to that protein and alters its function, either by increasing or decreasing its activity; it is up to chemists to design and make such molecules, biochemists to test their binding specificity, and neuroscientists to test their behavioral effects.) Such targets include receptors (proteins displayed on the outer surface of neurons) for certain neurochemicals, such as serotonin, dopamine, or specific neuropeptides. As discussed in the next section, such searches can be narrowed further using data from human genetic studies that might implicate certain genes and their encoded proteins in particular psychiatric disorders.

5. Use human genetics to identify genes that could serve as biomarkers, targets for new drug development, or genetic animal models for psychiatric disorders. Over the last decade, rapid advances in DNA sequencing and genotyping technologies (e.g., of the type used to determine genetic ancestry by companies such as 23andMe) have had a transformative impact on our ability to identify genetic predispositions to psychiatric disorders such as schizophrenia, bipolar disorder, and autism. These advances have allowed DNA-based studies of mental disorders to be carried out more rapidly and more cheaply than ever before, expanding their application from thousands of human study participants to many tens or even hundreds of thousands. This increased capacity has been crucial, as it has become clear that DNA sequence variations associated with mental illnesses are both rare and highly diverse. Therefore, enormous datasets from both normal and affected populations are required to find these genetic needles in the haystack. These approaches have led to the identification of multiple genetic risk factors for mental illnesses, such as depression, schizophrenia, and autism, by large-scale projects at institutions such as the Stanley Center for Psychiatric Research at the Broad Institute of MIT and Harvard. Such psychiatric genetic studies have the potential to affect the understanding and treatment of psychiatric disorders, in several ways.

First, because such studies make no prior assumptions about which kinds of genes are likely to be important, they can discover previously unsuspected genetic risk factors for mental disorders. They allow scientists to search the entire dark alley, not just under the proverbial lamppost where there is light. In most cases, the newly discovered genes are not the sole cause of a disorder, but they are nevertheless a contributing factor. These genes often encode proteins that play an important role in brain function.iv These proteins, in turn, may provide new molecular targets for drugs that could mitigate the risk of the disorder, in the way that taking statins to lower cholesterol levels mitigates the risk of heart disease. For example, if the data suggest that too much of a given protein is a risk factor for a certain mental illness, drugs can be developed to reduce the activity of that protein.


Second, the genes could provide new biomarkers to identify individuals at risk for developing a particular mental illness. Such biomarkers could provide early warning signals that could allow preventive measures to be taken, in the same way that biomarkers for diabetes can prompt individuals to reduce their sugar intake and increase their level of exercise. They could also potentially help psychiatrists to better classify patients with a particular type of psychiatric diagnosis (e.g., major depressive disorder) into different subcategories, which may have different prognoses or optimal therapies. In the same way, DNA sequencing of tumor cells has allowed different patients with genetically distinct forms of cancer in a given tissue (e.g., breast cancer) to be classified and treated differently rather than being treated with the same drugs. Finally, and perhaps most important for clinical trials of promising new drugs, the information could be used to determine which patient populations are more likely to respond to the drug, based on their genetics. This would increase the study’s chances of detecting a statistically significant effect of a new drug, thereby reducing the number of costly failures that occur in late-stage clinical trials due to genetically heterogeneous patient testing populations.6

Third, the discovery of such new risk genes affords the opportunity to genetically engineer mice or monkeys that have the same variation in their DNA that is found in the human population. These “genocopy models” can then be studied, using the tools of causal neuroscience, to find out how the mutation (genotype) changes the animal’s brain activity and its behavior (phenotype). Such studies can also reveal internal, physiological phenotypes (sometimes called “endophenotypes”), such as a specific change in the level of a particular hormone in the bloodstream or in another biomarker, which may be easier to measure than brain activity or behavior (particularly in large cohorts of animals). That can make it easier to screen the effects of new candidate drugs in the model.

Such genetically based approaches to psychiatric disorders offer tremendous promise for better understanding, diagnosing, and treating mental illnesses such as autism, bipolar disorder, and schizophrenia. They point to a future in which it will be possible for psychiatry to diagnose such disorders according to their causes, as in other branches of modern medicine, and not just by their symptoms, as is now the case. For example, COVID-19 is definitively diagnosed not by its symptoms, which can resemble those of other respiratory disorders like the flu, but by the presence of its causative agent, the SARS-CoV2 virus, which is detected by genetic tests.

As mentioned at the outset of this section, the most impactful potential of human genetics is the possibility of actually curing (or reducing the risk of) a psychiatric disorder. That possibility emerges if a particular gene variant (mutation) that is linked (correlated) with a specific psychiatric disorder can be shown to cause (or to increase the risk of) that disorder. The next step is to use molecular biology to determine how the genetic mutation exerts its effect on the protein that it encodes: for example, a given mutation could inactivate the protein, hyperactivate the protein, or change the function of the protein. Once this is established, researchers can use that information to design a therapeutic strategy that is based on reversing the effect of the mutation. For example, if the mutation inactivates the protein, one could provide the active, non-mutant protein to the patient, via gene therapy. If the mutation hyper-activates the protein, one could screen for a drug that reduces the mutant protein’s activity.

While that strategy can be extremely powerful, it is important to be aware of the potential limitations of genetic approaches to psychiatric disorders. First, most individual gene variants associated with psychiatric disorders, at least those that have been discovered thus far, typically increase the risk of the disorder by a very small amount, on the order of a few percentage points, and that increase in risk is highly variable in different people. Therefore, even if the effect of the genetic variation could, in principle, be reversed by a drug, it might have such a subtle effect that it would not have a measurable benefit in most people. Second, not every gene variant that is identified as a potential risk for a psychiatric disorder encodes a potentially “druggable” target. Some proteins, such as receptors on the surface of cells, are easier to make drugs for than others, such as proteins in the cell nucleus that bind to DNA and control the expression of genes. Furthermore, one important and highly specific class of drugs, called monoclonal antibodies, currently has limited use for treating brain disorders because most antibody molecules are too large to cross the blood-brain barrier.v


Last, but not least, many psychiatric risk genes may exert their effect on the brain early in fetal development, years or even decades before the disorder manifests in adulthood. By that time, the damage may have been done, and it may be too late to treat the disorder simply by using a drug to reverse the effect of the mutation in an adult patient. For that reason, it will be equally important to develop circuit-based therapies, based on causal neuroscience, that can overcome the symptoms of the disorder in an adult, even if the primary cause is developmental. Such treatments would require detailed knowledge of the specific brain circuitry and mechanisms that are impacted in a given disorder. Let’s take a look at how this new, currently blue-sky therapeutic approach might work.

A POTENTIAL GAME-CHANGER FOR the treatment of psychiatric disorders is to focus on manipulating the activity of a particular set of neurons (turning them on or off) rather than manipulating a specific type of protein in those neurons (gene therapy). In this strategy, the therapeutic target is a whole cell rather than a molecule. This approach could increase both the effectiveness (potency) and the specificity (lack of side effects) of the treatment, relative to conventional drugs. Let’s see why.

With respect to potency, consider that a typical neuron manufactures roughly 10,000–15,000 different proteins (out of the approximately 20,000–30,000 proteins that it could potentially make), according to its genetic instructions. Some of these proteins, like receptors or ion channels, can directly influence the electrical activity of a neuron, but their individual contributions may be fairly small—like one singer in a large chorus raising their voice. Because conventional drugs usually target a single such protein, therefore, they would be expected to have a less pronounced effect on the activity of the neuron than would be achieved by directly dialing up or down the electrical activity of the entire cell—like having the chorus conductor direct all the singers to sing more loudly. If, in turn, that particular neuron type played a key role in the cause or symptoms of a particular brain disorder, directly manipulating that neuron’s activity could potentially have a more potent therapeutic benefit, compared to taking a drug that targets just a single type of protein.

With respect to reducing side effects, although the drugs currently used to treat psychiatric disorders are relatively specific for a particular protein target, they are not specific to a particular neuron type because that protein is often manufactured by many different kinds of neurons. For example, depression is often treated with SSRIs, such as Prozac, that globally elevate serotonin levels in the brain. They do this by blocking a protein on the surface of neurons, called the serotonin transporter, that functions to sop up excess serotonin after it is released into synapses. The drug is fairly specific for the serotonin transporter, in that other types of transporters, such as the one for dopamine, are not affected. However, the serotonin transporter is expressed (meaning that the protein is manufactured) on neurons that collectively send their nerve fibers very broadly throughout the brain. Furthermore, there are about 15 different types of serotonin receptors, made in various combinations by hundreds of different types of neurons distributed all over the brain. Hence, serotonin influences many different brain processes. Not surprisingly, therefore, elevating serotonin throughout the brain using an SSRI can cause multiple side effects, including reduced motivation, emotional flattening, and impaired sexual function. Many of these side effects can be so severe that some patients choose to discontinue the medication rather than endure them.

This is why I like to analogize taking a drug like Prozac to trying to change the oil in your car by pouring a can of it all over the engine, because you don’t know exactly where to put it, and hoping that some of it will dribble into the right place. Even if some of the oil does eventually flow to where it’s supposed to go, it will also get into other parts of the engine where it may cause a lot of unintended problems—in other words, side effects.7

Fortunately, particular types of neurons in the brain can be much more specific, in terms of their location and their wiring, than the receptors and other proteins they express. For example, Liqun Luo’s laboratory at Stanford University has recently discovered that the neurons that release serotonin (and which are the cellular targets of SSRIs) are not uniform but consist of multiple subtypes, each of which makes very specific connections with particular brain regions. Some of them target the cortex while others target the amygdala, for example. Perhaps some of the unpleasant side effects of Prozac are due to its effect on the subset of serotonin neurons that target the amygdala while the therapeutic benefits accrue from the drug’s effect on a different subtype, which targets the cortex (or vice versa). If there were a way to activate one but not the other of those specific serotonin neuron subtypes, it might achieve the same therapeutic benefit as Prozac but without the unpleasant and debilitating side effects. That would be the neural equivalent of pouring the oil only into the part of the engine where it belongs.

Indeed, there is a way to do this—at least in principle. As described in Chapters 4 and 7, it is possible to identify genetic “zip codes” for particular cell types in flies and in mice. These zip codes allow you to target (genetically “address”) a foreign gene (such as ChR2, the light-sensitive ion channel discussed in Chapter 7) to a specific neuron type that is of interest. Now suppose you wanted to treat depression by activating a specific subtype of serotonin neuron. If you had the genetic zip code for that subtype, you could use a disabled virus to target ChR2 to those neurons in a patient’s brain. If you could find a way to deliver light to those neurons through an implanted optical fiber, you could turn the light on to activate the neurons whenever the patient felt depressed. This would be the equivalent of using metal electrodes to activate certain regions in deep brain stimulation, except that optogenetics is much more specific than DBS because of the genetic targeting to particular types of neurons. Because of this target cell specificity, such a treatment would be expected to have fewer side effects than conventional SSRIs.

However, while optogenetics is an invaluable research tool for causal neuroscience studies in animals, it is unlikely to be used anytime soon to perform such therapeutic stimulation deep in the human brain because it is highly invasive (it requires inserting a fragile optical fiber through a hole in the patient’s skull and into their brain, and connecting it to a portable laser, a device the patient would have to carry around). Nevertheless, there are alternative ways to artificially stimulate (or inhibit) specific types of neurons that are less invasive than optogenetics but which could serve a similar therapeutic purpose.

One such alternative approach is called chemogenetics, a technique briefly mentioned earlier. In chemogenetics, instead of genetically addressing a light-sensitive ion channel to a particular type of neuron, one addresses a different kind of membrane protein called a receptor, which is the target of a special known drug, to the neuron of interest. This receptor has been genetically modified so that it is activated only by that one special drug and not by any of the naturally occurring chemicals present in the brain; for this reason, it is referred to as a “designer receptor.” Correspondingly, the drug has been chemically modified so that it binds only to the designer receptor and not to any other naturally occurring receptor proteins in the brain; for this reason, it is called a “designer drug.” Together this drug-receptor pair is referred to by the acronym DREADD (designer receptor exclusively activated by a designer drug).8 Different DREADD receptors have been designed in the laboratory to either increase or decrease a neuron’s activity when they bind the designer drug.

If you express (cause the cell to manufacture) a DREADD receptor in a specific neural cell type in a particular brain region, using its genetic zip code and a repurposed virus, and then inject the animal with the designer drug, you will directly activate that cell type (and only that cell type) and cause it to release its chemical contents, such as serotonin. In principle, applying this approach to each subtype of serotonin neuron in a mouse could allow you to determine which subtype can ameliorate the effects of certain stressors and which ones cause undesired side effects. If you can do this in a mouse (which you almost certainly can), and if the human brain contains a similar subtype of serotonin neuron (which you can figure out by molecular fingerprinting), then you could, in principle, activate the same specific cell type in a human using the DREADD approach and use it to treat depression—like Prozac but without the potentially unbearable side effects.

If this approach could be successfully implemented in humans, it would be potentially transformative: a paradigm shift in the way that we treat brain disorders (not only psychiatric disorders but neurological disorders as well). Its principle is similar to that of deep brain stimulation, but it is much more specific. Rather than implanting metal electrodes into the brain and introducing an electric current that activates (or inactivates) scores of different cell types in a particular brain region—as is currently done, for example, to treat Parkinson’s disease or obsessive-compulsive disorder—the stimulation would be directed to a specific target brain cell type. But instead of inserting permanent wires into the patient’s brain and stimulating them via a battery pack (like a pacemaker), or inserting an optical fiber attached to a laser and a battery pack (as would be required for optogenetics), the patient would simply take a pill (the designer drug). The drug would then activate just the target brain cell type that expressed the designer receptor. Moreover, by targeting a slightly different version of the designer receptor, you could in principle use the same drug to inhibit, rather than activate, the target cell type—if that was the therapeutic strategy that was called for.

I call this approach “chemical DBS,” as a sort of shorthand. This paradigm turns the traditional pharmaceutical approach to drug discovery for brain disorders upside-down: rather than searching for a new drug every time one wants to treat a particular mental disorder, one searches for the cell type(s) that malfunction(s) in that disorder, and then genetically endows that cell type with a man-made receptor for a drug that has already been manufactured. Once you have identified the right drug-and-receptor (DREADD) combination, in principle you could use it over and over again to treat many different brain disorders by genetically targeting the designer receptor to different, disease-relevant target neuronal cell types, using the appropriate genetic zip codes. (This targeting would require injecting the patient’s brain with a virus that contains the receptor gene, but that would be a onetime-only surgery and would not leave any “hardware” behind in the patient’s brain; moreover, there are next-generation viruses that can be injected into the bloodstream and will cross the blood-brain barrier.)

If this sounds like science fiction, for the moment it is—at least in humans. However, this approach has already been shown to work well in mice, in a number of different settings. For example, we showed that we could use it to suppress or promote feeding, by targeting the appropriate type of DREADDs to a specific class of neurons in the mouse amygdala that normally function as a “brake” on food intake. If this same cell type exists in the human amygdala, one might conceive of using DREADDs to treat either bulimia or anorexia by activating or inhibiting these “feeding brake” neurons, respectively.

While this approach is promising, there are many obstacles that would have to be overcome in order to deploy it in humans, such as finding the right combination of designer drug and designer receptor and making sure that the drug had no problematic side effects. An even greater hurdle would be to identify specific human cell types whose manipulation could produce a therapeutic benefit in a particular psychiatric disorder, and to discover the genetic zip code that is necessary to direct the designer receptor to that particular cell type. Furthermore, some psychiatric disorders may not affect a specific cell type at all. Finally, one would have to develop a minimally invasive approach to genetically target the designer receptor in the human brain. Such an effort could take a decade or longer to develop, even to attack a single psychiatric disorder.

Because it would take a great deal of time and basic neuroscience research before this approach could be safely deployed in humans, and because of the enormous R&D costs involved and the risk of failure, it is highly unlikely that a pharmaceutical company or venture-capital-backed biotech start-up would try to develop this type of radical new therapy for psychiatric disorders anytime soon. However, components of the therapy, such as the genetic zip codes for specific cell types, are being developed with both NIH funding (through the BRAIN Initiative) and private philanthropic support.9 For example, neuroscientist Ed Lein at the Allen Institute for Brain Science in Seattle has already shown that it is possible to use genetic zip codes for specific brain cell types identified in mice to label the same cell type in monkey and human brains. This is a very exciting discovery, one that has the potential to accelerate rapidly the development of both gene therapies and circuit therapies for neurodegenerative and psychiatric disorders. But the successful application of this approach will still be critically dependent on identifying the neural circuits and cell types that are affected in these diseases.

DESPITE THE NUMEROUS OBSTACLES that stand in its path, if the “chemical DBS” approach succeeded, it would be nothing short of revolutionary for people who suffer from psychiatric disorders—both disorders that are currently treated with drugs that cause major side effects and disorders for which there is currently no effective treatment at all. However, like any new technology, it could be vulnerable to misuse and abuse. Better drugs for depression, anxiety disorders, or phobias seem highly desirable and relatively innocuous. The genetic fingerprinting of neurons that control aggression (Chapter 7) has revealed dozens of receptors and other proteins that could serve as targets for new drugs aimed at reducing aggressiveness, as well as cell types that could be targeted using circuit therapies. But such “anti-aggression” treatments, even if they could be developed, raise issues that make some people uneasy. Whom would we give them to, and under what circumstances? How long would we keep people on such drugs? Would they be administered only if legally mandated, as a treatment for violent criminal offenders? Or could they be prescribed by any doctor to treat a hyperaggressive schoolchild, in the way that Ritalin is routinely prescribed for ADHD?

The idea of anti-aggression drugs conjures up images out of Anthony Burgess’s novel A Clockwork Orange, which describes a dystopian future in which an ultra-violent gang (which rapes and murders members of an innocent family) is forced to submit to mind-control techniques that turn them into permanently submissive, psychologically damaged sheep. Burgess confronts his readers with a difficult choice: Does ridding our society of a source of unspeakably brutal and terrifying pathological violence justify the application of equally brutal rehabilitative methods, which have the potential to destroy independence, agency, and free will? If not, then what alternatives are there besides permanent incarceration or execution? What cost are we, as a society, prepared to bear in exchange for the adverse consequences that the exercise of such freedoms may inflict on its members?

These are questions that technologically advanced societies continue to ask themselves but have not answered in any general or definitive way, even as events compel courses of action that demand such consideration. For example, a large segment of American society appears willing to bear the risk that their children may be killed in a mass school shooting, such as happened at Columbine and Sandy Hook, in exchange for the freedom to own guns as guaranteed by the Constitution’s Second Amendment. Another, similarly sized segment of our society is not willing to bear this risk. The issue remains unresolved; meanwhile, more children die. Conversely, many states in this country still have and use the death penalty (even though numerous studies suggest that it has little deterrent effect on other potential violent offenders). In contrast, most Western European countries have long since eliminated it, considering it a barbaric punishment. Would a drug that suppresses violent aggression be preferable to the death penalty, or to the cost to society of permanent incarceration for violent criminal offenders who cannot be rehabilitated?

At some level, this train has already left the station: we have and use anti-aggression drugs to treat certain kinds of violent criminals. For example, our criminal justice system mandates treatment of some serial sex offenders with anti-androgens, drugs that block the action of testosterone and reduce both male sex drive and aggressiveness. Such “chemical castration” may be justified for serial child rapists, and it is arguably less traumatic and barbaric than surgical castration. However, it has also been misused: for example, it was prescribed to “treat” gay men in England in the 1950s, when homosexuality was illegal, including the brilliant computer scientist Alan Turing, likely resulting in his suicide. Beyond preventive treatments for recidivist violent criminal offenders, there is a risk that anti-aggressive drugs might be used in non-criminal cases—for example, to pacify unruly schoolchildren or to bring other individuals in line with the norms of social behavior expected by society.

These and other considerations might be enough to make some people decide that developing drugs to reduce violent aggression is not worth the risks to society. And it is important to emphasize again that the vast majority of individuals who suffer from mental illness are not violent. Nevertheless, increased aggressiveness is a symptom of certain specific psychiatric disorders. PTSD affects not only its primary sufferers but also their family members, who may become victims of domestic violence. Increased aggressiveness can be a symptom of autism in adolescent males, impacting their family, peers, and caregivers.10 Aggression, verbal or physical, is also a symptom of certain disorders that afflict teenagers, such as oppositional defiant disorder, intermittent explosive disorder, and borderline personality disorder, with emotionally devastating effects on their family members. There are currently no treatments available that can selectively reduce aggressiveness in individuals afflicted with such disorders without adverse side effects such as sedation, cognitive impairment, and emotional flattening.

Would society really be willing to avoid developing these potentially lifesaving new approaches just because they can be misused? The potential for misuse has been a risk with every new technology that has benefitted society—for example, recombinant DNA and the internet. The solution may lie in allowing this new type of medicine to be used but only within very strict guidelines established by psychiatrists, criminologists, social psychologists, and neuroethicists, and with harsh penalties applied to misusers.



Footnotes


i With the possible exception of ketamine, which has been FDA-approved for only certain, limited indications, although it is used off-label by wealthy people who can afford it.


ii For example, we don’t understand why SSRIs usually take three to four weeks of continuous treatment in order to exert their therapeutic effects, given that the molecular action of an SSRI—to block serotonin reuptake at synapses—occurs on a time scale of seconds.


iii Many such cell type correspondences between mouse and human brain cell types have already been identified, although there are clearly differences as well.


iv Geneticists identify disease-associated genes by looking for differences in DNA sequences between healthy and affected individuals. Once a gene of interest has been identified, its encoded protein can be predicted using the genetic code.


v “Blood-brain barrier” refers to the blood vessels in the brain, whose walls allow small molecules to pass through but keep large molecules out. Substantial effort in the biotech industry is being devoted to find ways of therapeutically breaching this barrier.
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Conclusion

EMOTION SEEMS TO BE A PHENOMENON THAT everybody thinks they understand, but whose definition nobody can agree on. Psychologists, philosophers, neuroscientists, cognitive scientists, sociologists, social scientists, and laypeople—everyone thinks about emotion differently, depending on their background. It’s kind of like life: even biologists can’t agree on a definition of what’s alive and what isn’t. For instance, is a coronavirus alive? It has a genome and it replicates, but most biologists do not consider viruses to be “alive” because they cannot propagate themselves outside a host cell. So, is it a parasite? Kind of. But aren’t parasites alive? And so on. However, the inability to precisely define life hasn’t prevented us from understanding how many of its fundamental processes work, such as the genetic code. Similarly, the fact that it is hard to reach a consensus scientific definition of emotion shouldn’t stop us from trying to study and understand its component functions in the brain.

Despite (or perhaps because) of these conflicting views, in the last few years several books have appeared that have attempted to reconceptualize emotion.1 They have focused on emotion as a uniquely human attribute, carved from our conscious awareness, and have advanced new theories about what it is and how it occurs. These theories and viewpoints have hewed to the meaning of “emotion” in its colloquial sense, as a conscious, subjective feeling. Some have emphasized that even so-called primary emotions are not unitary—for example, there is no single thing that is “anger,” but rather a family or collection of related feelings—and that they are not localized to a single region of the brain, like the amygdala.2 Rather, emotions are “constructed” by the brain on the fly, varying in quality in each incidence of their expression and occurring in a dynamic fashion across multiple brain regions. If there is any anatomic localization of emotion in the brain, according to these views, it must be in the cortex, the presumptive seat of human consciousness. Although they make reference to the brain, these viewpoints and theories emphasize the inadequacy of contemporary neuroscience in explaining the rich subjective phenomena they seek to understand.

The perspective on emotion that I have described in this book could not be more different. Its central premise is that emotions are far more than subjective feelings, and that the neuroscience of emotion entails far more than just putting people in brain scanners and seeing what parts of their brain light up while you ask them what they’re feeling. Early attempts to locate emotions like fear in the human brain using fMRI imaging led to conflicting and inconsistent results from different laboratories. Moreover, many early studies were overinterpreted and overpublicized. That produced a kind of anti-neuroscience backlash, leading some to draw the erroneous inference that “all neuroscience is brain-scanning; all brain-scanning studies of emotion are uninterpretable and misleading; therefore, all neuroscience studies of emotion are uninterpretable and misleading.”3

But that inference is a false one. First, “neuroscience” refers to the collective disciplines that endeavor to understand how the brain works, whether in terms of its constituent molecules, synapses, neurons, or circuits, in both humans and animals—it’s not just imaging the human brain. And new tools are revolutionizing causal neuroscience studies in animals. Second, brain-scanning technology has greatly improved in recent years, yielding more consistent results from different laboratories studying human emotion.

More relevant is that if one lets go of subjective experience as the defining characteristic of emotion, then one is no longer dependent exclusively on brain-scanning studies in humans to study the neuroscience of emotion. This alternate view considers emotions not as subjective, conscious experiences but rather as brain states that carry out specific functions.4 In that sense, they are no different from other brain functions like thinking, storing and retrieving information, seeing an object in front of us, or making decisions about what to do next. Each of these functions has a subjective aspect—we are consciously aware of the process as it occurs in our brains—but that quality of subjective awareness doesn’t define the process. Subjective feelings are just the tip of the iceberg: they are but one of many manifestations or expressions of an internal emotion state.

In this view, emotions are not purely psychological phenomena but rather are biological functions of brains that emerged gradually in evolution through natural selection rather than suddenly appearing with the advent of Homo sapiens. In that respect, this perspective builds on that of Darwin, who believed that virtually all animals—even insects—have emotions that are expressed by outwardly observable behaviors.5 However, unlike Darwin’s view, it does not assume that a behavioral expression of emotion in an animal—freezing, for example—is necessarily accompanied by a subjective feeling. That is something about which we must remain agnostic until we have a way to objectively measure subjective experience in animals. But like the late Jaak Panksepp, neuroscientist and author of Affective Neuroscience, I argue that emotions are far more than subjective feelings unique to humans. To the contrary, far from being a singularly human attribute, emotion is a brain function that we share with many other organisms on this planet, one that is evolutionarily far more ancient than functions that are clearly unique to humans, such as language or music. What we share with other animals is the body of the iceberg (the brain functions), not necessarily the tip exposed above the surface of the sea of our consciousness (our subjective experience).

Emotions, like other functions of the brain, likely evolved gradually, starting with relatively simple mechanisms that, through natural selection, became increasingly complex and multifaceted. From this perspective, thinking about the evolutionary history of emotion is a bit like thinking about the history of the automobile, from the Ford Model T to the Tesla Model S. There are certain basic building blocks, or primitives, that are critical features of all automobiles: an engine, a source of power, wheels, a steering column, and a transmission with gears. Other features, like air-conditioning, a sunroof, and a high-end stereo system, emerged later. It’s important to point out that most of the crucial automobile primitives, like wheels and the internal combustion engine, had to be invented before they could be combined to produce an automobile. In the same way, emotion primitives can be thought of as evolutionary building blocks of emotions as we experience them in ourselves. 

This view underlies the central thesis of this book, which is that causal neuroscience can be used to investigate the brain mechanisms that underlie important general properties of emotion states in various species of animals, no matter what name or label you attach to the particular type of emotion they express (“fear,” “anger,” etc.). It is the properties of the state that matter, not what you call it. The advantage of studying emotions in animals is twofold. First, it allows emotions to be studied using powerful new tools for monitoring and manipulating neural activity, like optogenetics and calcium imaging, which cannot be applied in humans for both technical and ethical reasons. These tools identify causal relationships between brain activity and emotion states—they allow us to distinguish whether the activity is causing the emotion or the emotion is causing the activity. Establishing causality is crucial to understanding the brain mechanisms that control emotion (or any biological function, for that matter). If we cannot understand emotion in such causal terms, we will never be able to develop breakthrough new therapies for psychiatric disorders in the way that we developed insulin to treat diabetes.

Second, using animals to study the neuroscience of emotion allows one to try to piece together the diversity and evolutionary history of emotion by comparing its features across different species. This can reveal which general properties of emotions are most primordial, evolutionarily ancient and shared by most species, and which are more recently evolved or specialized. It also allows us to ask whether the shared properties are implemented in the same way by the brains of different organisms, or whether evolution has independently invented different solutions to the same problem, as it did in the case of the human eye versus the octopus eye. (Note that this is a different question than that of when particular emotions, such as fear, joy, or shame, evolved.) Of course, the continued study of the neuroscience of emotion in humans, using non-invasive techniques for measuring and manipulating neuronal activity, will be crucial to understanding both the evolution of emotion and its relationship to mental illness in humans. That in turn could transform the diagnosis and treatment of psychiatric disorders.

A CORE ISSUE ADDRESSED by this book has been what aspects of emotion we can study in an animal if we cannot measure its subjective feelings. It views emotion, first and foremost, as a brain state: a dynamic pattern of electrical and chemical activity that varies in space (across the brain’s anatomy) and time. These brain states are hypothesized to cause behaviors that express particular emotions, like facial expressions, as well as changes in physiological parameters such as heart rate, blood pressure, and hormone levels. They are also hypothesized to cause subjective feelings in humans (although some would disagree on this point). However, like many other neuroscientists who have studied this problem before me, I argue that emotions can be studied in animals without reference to such subjective feelings.6

Related types of internal states, such as motivation, arousal, and drive, also have subjective qualities in humans. Yet psychologists agree that they can be studied in animals whether or not those creatures have any conscious awareness or feelings of those states. I see no reason why the same should not apply to emotion states, provided that one can identify measurable properties of those states. How these internal states give rise to conscious feelings is an important problem, but it is not something that we can satisfyingly explain right now, at least in neuroscience terms.7 To insist on using the colloquial definition of emotion as “subjective feelings” in neuroscience, therefore, is overly restrictive. This is not just semantics: it could hold the field back from making important advances that could improve basic knowledge and human health.

This is not the first book to argue that we can and should study how the brain generates emotion states in animals. Indeed, from studying animals we already have learned a great deal about emotion circuitry in the brain, such as the importance of the amygdala. However, most of this knowledge has been gained from trying to understand how brains generate a particular type of emotion, such as fear or anxiety. That is all well and good, but it means we can only study animal emotions that are similar to a particular human emotion. Although fear is certainly an evolutionarily ancient emotion, there may be other emotions that are specific to a particular species (like a honeybee or an octopus) and that we therefore cannot recognize by comparison to our own emotions. Yet we want to be able to study those kinds of emotions in animals as well because they may be more important to a particular species than certain emotions we humans have evolved, like shame or schadenfreude.

The approach I have described here is complementary to the study of specific emotions in animals. It focuses on studying emotions as a type of internal brain state, by identifying and understanding basic properties of those states that are shared by different emotions. These common properties—what my Caltech colleague Ralph Adolphs and I call “emotion primitives”—include (but are not limited to) persistence, scalability, valence, and generalization (Chapter 2). We developed these criteria to help distinguish whether a particular animal behavior, which may superficially look “emotional,” is indeed likely to express an internal state, or is just an automatic reflex. To the extent that we study different kinds of emotions, like fear and anger, it is to compare their primitives, both within and between species. Moreover, this approach can identify “emotional” behaviors in some species that we may not even recognize in ourselves, thereby avoiding our tendency to anthropomorphize animals.

Evidence of such emotion primitives has been uncovered in our own studies of defensive and aggressive behaviors in flies and in mice. It has also been reported by other laboratories studying different types of internal states, such as thirst,8 or different types of emotional expression, such as facial expressions in a mouse.9 The presence of these emotion primitives suggests that the behaviors express some kind of emotion state, but they do not tell you which particular emotion it is (fear, anger, etc.). That inference comes from studying the specific behaviors that exhibit these primitives: what they are, and what function(s)—if any—they serve for the animal.i Importantly, these primitives are not only features, or meta-properties, of behavior: they are also hypothesized to be properties of an underlying brain state.


I’ve shown that if one can identify emotion primitives behaviorally, one can then use the tools of causal neuroscience to try to understand how those primitives are, in turn, encoded in the brain and how those brain mechanisms affect behavior. These tools allow researchers to measure neuronal activity (by using electrodes or optical imaging) in order to see where in the brain such primitives may be encoded, or represented, by the firing patterns of specific groups of neurons. They also allow researchers to manipulate the activity of those neurons (by using optogenetics or other tools). One can then test whether activating such neurons can artificially evoke behaviors that display emotion primitives, and whether silencing such neurons prevents these behaviors, or some of their primitives, from naturally occurring.

For example, I’ve described how we and other researchers have discovered relatively small, specific groups of neurons in both flies and in mice that can encode the property of persistence, a primitive that allows an emotional response to outlast the stimulus that provoked it. And I’ve discussed results from both species showing that artificially dialing up or down the level of activity of some of these neurons can itself evoke different behaviors at different thresholds, a form of scalability—another emotion primitive. The fact that these primitives are displayed by groups of neurons that control defensive behavior or aggression in both mice and fruit flies—organisms separated by 500 million years of evolution—suggests that these primitives are common to different emotion states and to different species. Does that mean that emotions in a fruit fly are as complex as those in a mouse or a human brain? Of course not. And if it makes you more comfortable to think of the fly state as a “proto-emotion,” that is fine with me.

I don’t want to imply that studying emotion primitives is the only or the best way to understand internal emotion states. One can argue that these properties, individually, are too general and cannot distinguish emotion states from other types of closely related states, such as motivation, arousal, or drive. If they are too general, they may lose any specific relevance to emotion. But my point is precisely that emotion states share some primitives with other types of internal states because that is probably how they evolved. Some of these primitives may, individually, even be characteristic of certain sophisticated reflexive behaviors. These criticisms are valid, but it is still important to understand how the brain coordinates different emotion primitives into a coherent state that controls a particular behavioral response. Furthermore, as mentioned previously, studying emotion primitives in different species also provides a way to investigate the evolution of emotions as a type of control mechanism used by brains. For example, my lab is currently investigating whether jellyfish, one of the most ancient and primitive organisms that have a nervous system (but not a central brain), exhibit any emotion primitives in their behavior or neural activity.

The studies described in this book approached the problem of how the brain generates emotion in a fairly reductionist or “bottom-up” manner: they focused on discovering particular types of neurons in specific brain regions that control an emotion state, using techniques from causal neuroscience like optogenetics. From that “point of entry,” it is possible to build out the network or circuit in which those cells participate by identifying other cell types and brain regions with which they are connected.

However, there is also a “top-down” approach to studying how the brain generates emotion states. This approach starts from the premise that the neuronal activity pattern that characterizes a given emotion state is widely distributed across the entire brain. Therefore, it employs brain-wide measurement techniques to identify those patterns. For example, some researchers (like Duke neuroscientist Kafui Dzirasa) insert multiple electrodes into many different brain regions of a mouse simultaneously to record activity across the whole brain while the animal is in a particular state. Others try to measure activity in every single neuron in the entire brain of a small, transparent animal, like a nematode worm or a baby zebrafish, under different circumstances—say, when it is exposed to a noxious stimulus that elicits an avoidance behavior, or when it is foraging for food. They then use math and statistics to identify all the neural activity that is correlated with either the stimulus or the behavior, and whatever activity is “left over”—unaccounted for—is considered to represent the animal’s internal state.10

Another approach is to operationally define internal states as a condition of the brain that alters the way an animal responds to a given stimulus. For example, if you’re starving, a plate of cold french fries in a puddle of congealed grease elicits voracious feeding behavior; if you’re full, it elicits revulsion and avoidance. Understanding how this change in the perceived valence of the stimulus (from appetitive to aversive) occurs in the brain can provide an important handle on how internal states can alter behavioral responses to particular stimuli. These approaches help to identify neurons and networks that participate in the construction of internal states; emotion primitives focus on particular properties of those states and how they are encoded by brains.

DOES THE FACT THAT the causal control of certain emotional behaviors, and the neural encoding of their corresponding emotion primitives, can be identified in evolutionarily ancient, deep subcortical structures—the hypothalamus and amygdala—mean that these structures are the seat of emotion in the brain? Of course not. As mentioned previously, the control of emotional and motivational states is likely to be distributed across many different regions of the brain—as revealed, for example, by brain-wide electrical recordings of single-neuron activity in mice during the state of thirst.11 Our ability to identify such distributed neural “signatures” of internal states will increase as techniques for recording brain-wide activity in freely moving animals improve.

At the same time, the fact that different emotion states may be distributed across the brain does not mean that they lack any anatomical specificity altogether, as some have argued.12 I’ve shown you how a single subdivision of the hypothalamus contains neighboring but genetically distinct populations of neurons that control fright (flight or freezing) and fight responses, respectively. While these circuit “nodes” are each embedded in a broader network of interconnected areas (whose details are only beginning to emerge), these networks nevertheless have a high degree of anatomical specificity. The mouse brain contains more than 830 anatomically distinct regions, and they are not all used in every state or behavior. Evolution selected for specific distributed networks in order to enable the brain to rapidly and reproducibly deploy robust, innate responses to critical stimuli in the environment, such as predators. It was Darwin who noted that innate behaviors are a key feature of emotional expression.13 Other types of brain functions, particularly those performed in the cortex, may use generic rather than dedicated circuits to achieve a higher level of flexibility.

Darwin notwithstanding, the fact that emotions often express innate (unlearned) behaviors has been used by some to argue that the subcortical brain regions that control these behaviors, such as the amygdala or hypothalamus, do not encode “emotions”—at least “emotions” defined as subjective feelings.14 Rather, according to this view, these subcortical regions process unconscious “survival behaviors” (feeding, fighting, freezing, and mating) while subjective feelings can only emerge from the neocortex.15 Seemingly contradicting this view, however, in experiments done many years ago electrical stimulation of some deep brain regions in humans was reported to evoke conscious emotional experiences, as verbally reported by the patients themselves. However, such experiments have been criticized on the grounds that they were relatively crude and could not exclude the possibility that the introduced electrical current might have spread upward into cortical regions, where it exerted its emotional effect. Application of more modern and better-controlled techniques for local stimulation of subcortical brain regions in neurological patients should help to resolve this issue.

In any case—and this is perhaps the most important set of findings described in this book—studies in both flies and mice indicate that neurons that causally control evolutionarily ancient, innate survival behaviors also encode internal state features like persistence, valence, and scalability. We see evidence of this in the patterns of activity of these neurons, which are not rigidly locked to the onset and cessation of a particular behavior but rather exhibit persistent and variable activity that endures throughout and after a particular behavioral episode. From that perspective, the fact that these neurons are active both when the animal is performing a particular behavior and when it is not is an important piece of evidence implicating the neurons in the encoding of an internal state. It indicates that these neurons are not simply nodes in a hardwired circuit that produces invariant, reflexive responses to a specific stimulus—what neuroethologists have classically referred to as “command neurons.” Rather, they function to encode and control the intensity and duration of an internal state that underlies a particular behavior, in a manner that affords flexibility to the animal in its response to a stimulus. The existence of such a close relationship between behavioral and internal state-encoding was not by any means a foregone conclusion at the time we initiated this research. But finding evidence of such a relationship indicates, at the very least, that by studying the neural control of an emotional behavior, like freezing or aggression, we may get a handle on the neural control of their corresponding internal emotion states.

One could still argue (as has Joseph LeDoux) that such internal state properties generated deep in the brain—the emotion primitives—are non-conscious features that have no direct connection to the subjective emotional feelings that likely emerge from our cortex. However, there is direct evidence against this view: studies by my colleague Ralph Adolphs and Antonio Damasio have shown that SM, a patient who suffers from a rare disorder that caused her amygdalae to degenerate, reports an inability to experience fear while other emotions are unaffected.16 Thus, activity in the amygdala or hypothalamus is clearly necessary for such feelings, whether or not it proves to be sufficient. In this view, subjective feelings may emerge from the brain’s detection of its own internal states: the cortex’s assessment of what is going on “downstairs” in the evolutionarily ancient “basement” of the brain.

MUCH OF THIS BOOK has been devoted to comparing how fly and mouse brains generate internal states of “fear” and “aggression.” The use of these two words, however, implies an apples-to-oranges comparison, strictly speaking. Many people (myself included) use the word “fear” as shorthand to refer both to an emotion and to the behaviors that express that emotion, such as flight or freezing.17 However, we typically use different words to describe the behavior and the emotion associated with aggression: threat or attack is a behavior; anger or rage is an emotion. Studying aggression, therefore, forces us to come to terms with the distinction between observable action and internal state, which is often elided in the fear field. Not all anger is necessarily expressed by aggression (particularly in humans); conversely, not all aggression is necessarily motivated by anger or rage. Given that one cannot easily infer the type of underlying emotion state from the mere observation of aggressive behavior, why assume that fighting in animals is accompanied by any internal emotion state at all? Perhaps it is just a hardwired reflex. The studies described in this book are predicated on the idea that one cannot just assume that aggressive or defensive behavior in animals expresses an internal state; rather, one has to look for experimental evidence of it.

Although studies of the brain circuits mediating aggression are in their relative infancy, one thing is already clear: the identification of neurons that control aggressive behavior, in both flies and mice, has revealed that this behavior is indeed accompanied by underlying internal states characterized by neural activity that itself exhibits emotion primitives such as persistence and scalability. Specifically, these primitives are features of the activity of neurons that both are necessary for aggressive behavior and are sufficient to produce this behavior when artificially stimulated (in an otherwise non-aggressive animal). That strongly suggests that this internal aggressive state is a cause, not a consequence, of aggressive behavior—something that could not have been inferred from brain-scanning studies in humans. It also suggests that the internal state of aggressiveness and fighting behavior are manifestations of a common brain process, answering a question raised at the very beginning of this book.

But is this internal state of aggressiveness in a mouse or a fly equivalent to anger or rage? That depends on how you define “anger.” If you define it exclusively as the subjective feeling that we humans experience when we are threatened, attacked, cheated, or accused of a crime we didn’t commit, then the answer is that we don’t know. But if you define “anger” or “rage” as an internal motive state that causes an animal to engage in aggressive behavior, then the answer is perhaps. I say “perhaps” not to hedge on whether the state exists but only to indicate that it’s difficult to characterize the quality of that state, based on the data obtained so far. Aggression can be motivated by anger in humans, but it can also be motivated by other emotions, such as fear, hunger, jealousy, and greed. It is becoming clear that even in mice, there are likely different neurons and circuits that control different types of aggression, such as offensive aggression, defensive aggression, maternal aggression, and predatory aggression. Whether there are qualitatively different types of internal states associated with each form of aggression or whether all forms converge on a common internal aggressive state, as some have suggested, is not yet clear.

THE BRAIN STRUCTURES AND circuits that we and others have identified as controlling aggression in mice also exist in humans. The hypothalamus, the amygdala, and their interconnected brain structures are evolutionarily ancient and are found in almost all vertebrate species. Neurosurgical treatments performed on some patients suffering from certain psychiatric disorders, in which the posterior medial hypothalamus was removed (so-called hypothalamotomy), led to reduced aggressiveness.18 Those clinical case studies suggest that the hypothalamic circuits that control aggression in animals likely do so in humans as well.

The fact that evolutionarily ancient brain regions that control aggression in mice are found also in humans suggests that an innate propensity for aggression is hardwired into our brains by our evolutionary history. Aggressiveness can certainly be adaptive in humans: it can fuel ambition, achievement, and the protection of our homes and families. In an extreme version of this perspective, humans are viewed as just “chimpanzees with guns.” A countervailing view, strongly advocated in some fields of research, is that humans are born as innately peaceful creatures (like the bonobos, supposedly peaceful cousins of the chimps) and that society teaches them to be aggressive.19 This fraught topic is really where the rubber meets the road in the “nature versus nurture” debate.

Fortunately, the likelihood that the capacity for violence is hardwired into our brains does not mean that we are helpless to do anything about it. To the contrary, it is abundantly clear that even in animals, when it comes to aggression nurture can trump nature. For example, group housing with male littermates can suppress aggressiveness even in inbred strains of laboratory mice that, when socially isolated, are hyperaggressive. The same effect can be observed in fruit flies. Evidently, socialization (particularly when animals are young) can profoundly reduce aggressiveness. Likewise, studies by Canadian neuroscientist Richard Tremblay of the developmental trajectory of aggressiveness in children, particularly young boys, indicate that immature humans, particularly during their preschool years, can be taught to control or suppress their violent behavior. Put simply, the weight of the evidence suggests that humans, rather than learning to fight, learn not to fight. This capacity to learn to override our innate aggressive urges may have evolved, like the capacity to learn a language, as an adaptive mechanism in our intensely social species.

Psychologists and psychiatrists have developed the concept of “emotion regulation” to explain how humans are able to control the behavioral expression of their internal emotion states, including anger. This so-called top-down regulation of emotion is traditionally attributed to the medial prefrontal cortex, based on studies of human patients with damage to that cortical region. However, our understanding of how that process works at the level of neural circuit mechanisms is in its infancy. In mice, only limited data support the idea that the mPFC functions to suppress aggression in that species; other subcortical regions such as the lateral septum play a role that is equally important, if not more so. Nevertheless, is it clear that aggression-promoting neurons in the mouse hypothalamus receive strong inhibitory input from other brain regions, including those that control sexual behavior. Evidently, even in animals, aggression is a behavior to be used sparingly and as a last resort because of its potentially deadly consequences. Whether the suppression of aggression can be learned, in species other than humans, is an important question for future study.

Interestingly, approximately 1 percent of male humans fail to learn to control their aggressive impulses as children, and this behavior is correlated with substance abuse and poor socioeconomic outcomes later in life.20 This suggests that humans’ ability to learn to control their aggressive impulses may be vulnerable to genetic as well as environmental (sometimes referred to as “epigenetic”) interference. That, in turn, could lead to certain specific mental disorders characterized by an increased propensity for violence, such as intermittent explosive disorder. However, it is important to emphasize once again that the vast majority of individuals who suffer from a mental illness, such as depression or an anxiety disorder, are not more prone to violence than those who are free of such afflictions (see Chapter 10). Nevertheless, that should not stop us from trying to find treatments for those individuals who do suffer from aggression disorders, even if they are relatively rare.

The subject of aggression raises difficult moral, ethical, and legal questions about the brain, violence, and social responsibility. The answers to those questions have implications for public policy and the criminal justice system. The finding that certain specific psychiatric disorders (e.g., IED) can diminish the ability of afflicted individuals to control their aggressive outbursts does not imply that all violent criminal behavior should be medicalized (to the contrary, the IED diagnosis explicitly excludes violent criminal behavior). Individuals who commit such crimes should be held responsible for their actions and appropriately sanctioned by society. At the same time, society needs to better understand the social and environmental circumstances that can lead to an increased risk of violent criminal behavior, in the same way that it has understood that smoking leads to an increased risk of cancer, and take action to mitigate these circumstances. These are questions for sociologists, social psychologists, epidemiologists, psychiatrists, political scientists, philosophers, and legal theorists, as well as human geneticists, to debate.

Can the neuroscience of anger and aggression bring anything to this conversation? One important point is that the more we understand about how the brain controls aggression, the more we see how similar it is to the way the brain controls defensive behavior. Neurons that control aggressive or defensive behaviors (fight or flight) sit literally next door to each other in the hypothalamus, have similar chemical properties, send their axons to similar brain regions, and exhibit both molecular and structural similarities. We readily accept that dysfunction of the brain systems that control fear, such as chronic anxiety or phobias, can lead to behaviors that are maladaptive for the individual, manifesting as the symptoms of a psychiatric disorder such as PTSD. By the same token, it seems not unreasonable to think that dysfunction of the brain systems that control aggression can lead to behaviors that are maladaptive for individuals. Yet society, medicine, and the law seem to have a double standard for how to deal with people who exhibit maladaptive fear and those who exhibit maladaptive anger, and that double standard—at least from my neuroscience perspective—seems grounded more in morality than in science. Whether and how the neuroscience perspective should change this standard is not clear, but at the very least it is a question worth contemplating.

IF YOU’VE GLEANED NOTHING else from this book, I hope it’s the realization that a neuroscience-based approach to understanding emotion can change your thinking about the subject in several ways. First, it should make you realize that your subjective experience of an emotion is just the tip of a mental iceberg: there are all kinds of other processes going on in your brain and your body that accompany such a state, some of which you are consciously aware, and many of which you’re not. That’s something to think about the next time you feel angry, sad, or afraid.

Second, a neuroscience-based approach to emotion provides a more objective way of thinking about the relationship between our own emotions and those of animals, including the domestic pets that we love. From this perspective, it does not matter whether your cat or dog “feels” happy when you come home from work at the end of the day in the same way that you “feel” happy when you subjectively experience that emotion. Rather, what matters is that the animal’s behavior—wagging its tail, rolling on its back with its paws in the air—is expressing an internal state that has a positive valence, has a high intensity, and will persist until the animal gets bored, distracted, or hungry. That should be enough for us to be aware, and appreciate, that our emotional responses share far more in common with those of animals than is acknowledged by those who insist on viewing emotions as a uniquely human attribute. If anything, it’s the other way around: it is our cognitive functions—like composing music, doing mathematics, or using language to communicate—and not our emotions that distinguish us from other creatures on this planet.

Finally, I hope you have seen that the neuroscience perspective is powerful and useful because it can subsume many other ways of thinking about the brain and the mind. Neuroscience, contrary to some views, is not a reductive science that tries to flatten out the richness of our mental experiences with simplistic mechanistic explanations. Rather, it seeks ultimately to understand how different brain functions are implemented at different levels of biological organization, from the activity of large ensembles of neurons distributed across many brain areas down to the function of individual genes within specific neuron types and their synapses, like nested Russian dolls. I call this type of understanding across levels of organization “vertical integration.”


Vertical integration is one of the great challenges facing the neuroscience of the future. It aims to understand whether and how a functional property of the brain at one level, or scale, of its structural organization is created from lower levels—how the properties of the bigger Russian dolls are determined by those of the smaller dolls it contains. In some cases, it may not be possible to draw a direct link between the properties of smaller components (e.g., individual neurons) and of larger components that contain them (neural networks). Neuroscientists have a term, “emergent,” that they use to describe higher-level brain properties or functions that cannot be predicted by lower-level properties or functions. Such higher-level properties or functions emerge from complex interactions between their constituent components in a way that is difficult to predict. For example, we know that a molecule of water (H2O) is composed of two hydrogen atoms and one oxygen atom. But that does not predict or explain the property of “wetness” that we feel when we dip our hand in some water. Wetness is an “emergent property” of H2O. If we can’t yet explain this for a single molecule, you can imagine how hard it will be to do it for the brain.

One example of an emergent property in the brain is oscillations—waves—of neuronal firing patterns that can occur synchronously across different brain regions. These synchronized waves emerge from the interactions between groups of interconnected neurons, in ways we do not fully understand. Synchronized oscillations may prove to be an important feature of some emotion or motivation states. Such emergent properties can, moreover, contribute to at least some brain diseases: epilepsy, for example, can be thought of as a disorder caused by excessive synchronous firing of certain groups of neurons in the cortex. This is precisely the type of brain disorder that might one day be treated using a circuit therapy based on manipulating the activity of specific neuronal cell types, as described in Chapter 10.

Psychologists, psychiatrists, and psychoanalysts study phenomena of the mind, such as “projection,” “transference,” or “cognitive dissonance,” that in some sense can be considered as emergent properties of the human brain. Indeed, emotion is often thought of as a purely psychological phenomenon; that is why most books on emotion are found in the psychology section of bookstores. From my perspective as a neuroscientist, there is nothing inherently wrong with using the language and concepts of psychology to think about and explain emotion as a force that drives human behavior. But psychology is a self-consistent epistemological (explanatory) system, one that currently does not provide direct links to the physico-chemical scientific framework that describes the natural world. If we want the revolution in new tools for causal neuroscience to transform our diagnosis and treatment of mental health, we will ultimately need to understand emotion and psychiatric disorders in terms of neural circuitry, chemistry, cell types, synapses, and molecules. To reach that understanding, we need to study animal as well as human brains.21 

We neuroscientists, collectively groping through the dense, dark dendritic jungle of the brain, are trying to explain emotion in a language that links mental function, through emergent properties, to the fundamental laws of physics and chemistry that govern all living systems. If such a linkage can be achieved, it would be a major scientific accomplishment and intellectual triumph for humanity, with tremendous benefits for mental health—not just for ourselves, but for the animals we love as well. It would bring us one step closer to achieving the goal articulated by physician Benjamin Rush, considered one of the founders of American psychiatry, in a letter to John Adams written in 1812:

The subjects of them [psychiatric disorders] have hitherto been enveloped in mystery. I have endeavored to bring them down to the level of all other diseases of the human body, and to show that mind and body are moved by the same causes and subject to the same laws.



Footnote

i Darwin, in The Expression of the Emotions, noted that some emotional expressions appear to serve no useful immediate function—e.g., a cat kneading a blanket. However, they are behaviors tied to a particular emotion state, through learning or evolution.
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